
VOLUME 62, NUMBER 5 PHYSICAL REVIEW LETTERS 30 JANUARY 1989
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In the weak noise limit (D 0), the escape rate over a one-dimensional potential barrier is

I —exp( —S/D). Here S is calculated exactly by identifying appropriate instanton solutions in a path-
integral formulation of the Langevin equation. For the "colored noise" problem, defined by the noise
correlator &g(t)g(t')) =(D/r)exp{ —

~
t —t' ~/r], the instanton satisfies a fourth-order, nonlinear, ordinary

diAerential equation which can be readily solved numerically. Analytical results are derived for small
and large 7:.

PACS numbers: 05.40.+j, 02.50.+s, 05.20.—y

There has been considerable interest over many
years' in physical systems described by the stochastic
diA erential equation

x = —V'(x)+g(t),

where g(t) is a colored Gaussian noise with zero mean,
and correlator

(2)

In (1), and hereafter, overdots and primes indicate
derivatives with respect to t and x, respectively: (1) is a
Langevin equation for an overdamped particle moving in

a potential V(x) and subject to a noise g(t). The quanti-
ty of interest to us here is the characteristic time T (e.g. ,

the "mean first passage time" ' ) taken for a particle ini-

tially located at a minimum of V to escape over a poten-
tial barrier. A typical situation is sketched in Fig. 1.
The special case of a bistable potential is relevant in

many physical applications. '
In the white noise limit, z=0, the problem is well un-

derstood. For weak noise (i.e., small D) the escape time
is given by the Arrhenius formula T—exp(A V/D),

V(x)
)(

where hV [=V(b) —V(a) in Fig. 1] is the height of the
barrier, and we ignore preexponential factors. The latter
are calculable in principle and will be discussed for gen-
eral z elsewhere.

Our goal in this Letter is to generalize the Arrhenius
result to arbitrary noise correlation time z. This problem
has generated a mass of papers (see Refs. 1 and 2 for an
extensive bibliography), many containing conllicting re-
sults, the major difhculty being the absence of a sys-
tematic approach. The reason that the colored noise
problem is di%cult, and has not been solved before, is
that for r )0 Eq. (1) describes a non Marko-v process
for which there is no simple generalization of the
Fokker-Planck equation, the latter being the convention-
al starting point for studies of the weak noise limit. Here
we employ a path-integral formulation which lends it-
self naturally to a study of the weak noise limit via a
steepest-descent approach. The result has the form
T—exp[S(r)/D]. An exact expression for S is derived
below: It is simply the minimum over paths x(t) of the
generalized Onsager-Machlup functional S[x] [see Eq.
(5)]. The extremal path, or "instanton, " satisfies the
diA'erential equation (7) which may be solved numerical-
ly for any given potential V(x). Analytic results are de-
rived, for general potentials, for small and large z.

We start by observing that the noise probability
weight implied by (2) is

P({&(t)])eeexp' —(I/4D) dt(g +r j ) '. (3)

FIG. 1. Typical potential considered in this paper. The rate
of escape I from the left-hand well is governed by the "action"
5 of the instanton associated with the "uphill" path 1:
I —exp( —S/D). The instanton associated with the "downhill"
path 2 has zero action. The point d is the inAection point of
the potential on the uphill path. P({x(t)])~ 1[x(t)]exp{ S[x(t)]/D], —(4)

Much of the simplicity of our approach is associated
with the "local" nature of the functional in the exponent
(i.e., the fact that it contains only one time integral),
which is a consequence of the exponential noise correla-
tor (2). Surprisingly, this simplifying feature of ex-
ponentially correlated noise does not seem to have been
exploited previously. The probability weight for x(t) is
obtained by expressing g in terms of x using (I):
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where the Onsager-Machlup functional S[x(t)l is sim-

ply

S[x(r)] = —,
'

J dr [[x+V'(x)]'+ r'[x+ V"(x)x]'j . (5)

%e will call S the action by analogy with the path-
integral formulation of quantum mechanics (here D
plays the role played by h in quantum mechanics). The
preexponential factor J in (4) is the Jacobian of the
transformation from g to x. It has the value
=exp[ —, f dr V"(x(r))j which, being independent of D,

will not alter the leading small-D expression in the ex-
ponent in (4).

The quantity of interest is the probability density
P(x ~, T ~ xp, O) for the particle to be at x ~

at time T given
that it was at xo at time zero. It is given by the path in-

tegral

P(x ), T
~ xp, O) ee „dx(r)1[x]exp( S[—x]/D), (6)

over all paths satisfying x(0) =xp, x(T) =x~. For
D 0, the path integral can be evaluated by the method
of steepest descents, i.e., we require the path x(t) which
minimizes S[x]. The relevant boundary conditions for
the escape process are (see Fig. 1) x( —~) =a, x(~)
=b. The solution x, (t) satisfying these conditions is an
instanton solution of the theory. Its action S[x,] deter-
mines the escape rate: I —exp( —S[x,]/D). Evaluation
of the preexponential factor requires integrating over the
Gaussian fluctuations around the extremal path ' (and
also including multiinstanton contributions, and the
Jacobian factor J neglected here), and will be deferred to
a future publication.

The extremal condition BS/8x =0 applied to (5) yields
a fourth-order nonlinear differential equation for x, (t):

—x+ V'(x) V"(x)+ r ['x'+3xxV"'(x)+ V""(x)x —V"(x) V"'(x)x —V"(x) xj =0.

x'= V'(x) ', (8)

where the integration constant vanishes because x
=0 = V'(x) at both end points. Equation (8) is

equivalent to the classical mechanics of a particle of unit
mass (and zero energy) moving in a potential V(x)
= —

—, V'(x) . Such mechanical analogs are common in

instanton physics. The white noise instanton xp(t) cor-
responds to the path labeled 1 in Fig. 1. Taking the
square root of (8) yields

For a more general noise correlator than (2), the ex-
ponent in (3) would contain higher-order derivatives of
F„ leading to a higher-order (in general, infinite order)
difl'erential equation for x(t). Thus the form (2) yields
great simplifications.

For a given potential V(x), Eq. (7) can be solved nu-

merically for general r. However, it is instructive to con-
sider first the small and large I limits, where analytic re-
sults can be obtained for general V(x).

White noise (r =0).—For r =0, the first integral of
(7) is

transparent: the downhill path 2 corresponds to a free
descent, i.e., it does not require any external noise to
drive it. By contrast, the uphill path 1 does require
external noise. Specifically (1) and (9) give the critical
noise history: gp(t) =xp+V'(xp). Of all noise histories
which take the particle to the top of the barrier, gp(t) is

the one with the greatest probability weight. To summa-
rize, the escape rate is determined solely by the uphill
path.

Small-i expansion. —A systematic expansion around
the white noise limit, in powers of i, is readily
developed. Since for ~=0 the solution xo is a stationary
point of the action functional, to compute the action S to
O(r ) one simply substitutes the r =0 solution into the
O(r ) term in (5). To compute S to O(r ), we need

x, (t) to O(r ), and so on. Setting x (t) =g„=px„(r)r "
in (7), where xp satisfies (9), equating coefficients of r ",
solving the resulting linear equations for x„(t) (n ~ 1),
and substituting the result into (5) yields

x, =xp+2r V'(xp) V"(xp)+O(r ),
xp = V'(xp),

where the positive square root is appropriate for path 1.
Substituting back into the action (5) yields

S[x,] =d V+ r „dxV (x) V'(x)

rb
dx V"'(x) 'V'(x) '+ O(") . (12)

(Xt ~b
Sp =J dr xpV'(xp) =J dxp V'(xp)

= V(b) —V(a)—:A V,

The order r term was also obtained in Ref. 6(b). We
stress that our approach is systematic, and obtaining
higher-order terms is straightforward. For the much-
studied special case of the quartic bistable potential

the Arrhenius result. The negative square root of (8),
x = —V'(x), describes the path 2 by which the particle
descends from the unstable maximum of the potential to
the new minimum. Substituting in (5) shows that this
solution has zero action, for all r. This is physically

V(x) = —~x'/2+Px'/4,

Eq. (12) becomes

S=~V[i+ —,
' (~r)' —-', (ar)'+O(r')j. (14)



VOLUME 62, NUMBER 5 PHYSICAL REVIEW LETTERS 30 JANUARY 1989

Large-z limit. —For large z it is convenient to rescale time, t zt, so that (5) becomes

S[x]= —,
'

z dt({V'(x) +[V"(x)x] ]+2z '[V'(x)x+V"(x)xx]+z [x +x ]). (is)

The leading large-~ result is obtained by retaining only
the terms in the curly brackets. Introducing U=V', the
leading action becomes —,

' zf d—t(U +U ). The re-

quired instanton solution must pass through the inAec-
tion point d of the potential (see Fig. 1), and we can
choose this to occur at t =0, since the origin of time is

arbitrary. Splitting the time integral at t =0, the two
parts of the action can be minimized separately, subject
to x( —~) =a, x(0) =d, and x(ee) =b. Varying the ac-
tion with respect to U yields U =U for t & 0 and t & 0.
The solution x (t) satisfying the boundary conditions is

given by

U—:V'(x ) = V'(d)e (16)

and the associated action is [see also Ref. 6(b)]

S =(./2)V'(d)'. (17)

For the quartic bistable potential (13), this gives

5 =
27 hVar,

in agreement with the result obtained by simple physical
arguments in Ref. 1.

It should be possible to develop a systematic expansion
around (17). The leading order correction is naively ob-
tained by setting x(t) =x (t) in the second set of square
brackets in (15). The resulting t integral, however, is
found to diverge, indicating that no expansion in powers
of 1/z exists. The divergence occurs for t 0, i.e., for
x d, and is associated with the fact that x diverges
at t =0, as is clear from (16) since V"(d) =0. Prelimi-
nary investigations suggest that the leading correction
to (17) is a term of order z't .

For intermediate r, analytical progress is di%cult.
The first integral of (7) can, however, be obtained
analytically by the standard device of multiplying both
sides of the equation by x, and identifying the resulting
terms as perfect diff'erentials. This gives

x' —V'(x') =z'{2x'x —x'+2V"'(x)x'

Xb =min [
~

V"(b) ~, 1/z]. As the third boundary condi-
tion, we arbitrarily fix x(0) to a value in the interval
(a, b). This removes the time translational invariance of
the solution {the action S[x] is invariant under
x(t)—x(t+ to)].

The action 5 obtained numerically is shown in Fig. 2.
Since one part in 10 (or better) accuracy is readily ob-
tainable, these results are essentially exact. For exam-
ple, for az=i we obtain S/AV=1. 2517616(1). For
presentation purposes, it is convenient to subtract oA the
white noise limit So=6,V=a /4P, and normalize by the
large-z limit S given by (18). This yields a function
which vanishes at ~ =0 and saturates to unity for large I:.
The broken curve in Fig. 2 is the small-z form (14),
which fits the data well for ai~0.25. By contrast, the
large-r limit of unity is approached only very slowly:
The asymptotic limit is still exceeded by =8.9% for
a~ =100, and by =3.5% for ai =400. These results are
consistent with the argument that the leading correction
to (17) is of order z'

To summarize, the rate I for the escape of a particle
over a barrier has been determined for colored noise in

the weak noise limit, D 0. The result is that I—
exp( —S/D). The action S is the minimum over all
paths x(t) [with x( —~) =a, x(~) =b] of the function-
al S[x] given by (5). Analytic results for small and
large z are given in (12) and (17), which are valid for
arbitrary potentials V. For intermediate i, accurate nu-

merical results can be obtained for any given potential.
The preexponential factor in I (and higher-order correc-
tions in powers of D) can be systematically calculated in

principle by including the eAects of fluctuations around
the steepest-descent (instanton) path x, (t)."

—V"(x) 'x'], (i9)

where the vanishing of the integration constant follows
from the boundary conditions. Further progress requires
numerical methods. As an example, we consider again
the bistable potential (13). For two of the three bound-
ary conditions needed to specify the solution of (19) we
use the behavior for t T- ~, where x approaches its
limiting values a = —(a/P) 't, b =0 at rates determined
by linearizing (7) around these limiting values and re-
taining only the dominant exponential. Specifically, we
find x —a=A exp(k, t) for t —~, and x —b=B
xexp( —) bt) for t ~, where X, =min[V" (a), 1/z] and

'o

FIG. 2. Numerical solution for the instanton action 5, plot-
ted as (S —So)/S, for the bistable potential (13), as a func-
tion of ar:. The broken curve gives the limiting small-i form
(14).
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