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Transverse Localization of Light
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We study the propagation of light through a semi-infinite medium with transverse disorder (that is,
disorder in two directions only). We show that such a system exhibits strong two-dimensional localiza-
tion by demonstrating that on propagation a beam expands until the transverse localization length is

reached.

PACS numbers: 42.40.—y

The concept of localization was introduced in the clas-
sic work of Anderson' on the properties of an electron
moving in a random potential. As Anderson localization
is a consequence of the wave-mechanical nature only,
this concept is not limited to quantum mechanics. The
key issue is that disorder can be so strong that the mean
free path becomes of the order of the wavelength (divid-
ed by 2x). This Ioffe-Regel criterium can be applied to
many wave equations besides the Schrodinger wave
equation, such as, for instance, the Maxwell equations.
In particular, localization of light has attracted a lot of
attention recently.>™* The idea is that in media with
strong disorder the propagation of light is not possible
anymore because interference of multiple elastically
scattered light leads to localization. One could describe
this phenomena as the formation of “random cavities.”
In optics, the possibility of one observing localization has
become very real after the discovery of a precursor effect
known as weak localization.>¢

In this Letter we want to introduce a new form of lo-
calization of light in which the wave is propagating in
one direction but confined in the other two. We call this
effect “transverse localization.” If the index of refrac-
tion is a random function of (x,y) but is constant in the
positive z direction, we will show that a wave coming in
from the negative z direction and having a certain beam
profile will propagate in the positive z direction and ex-
pand until the beam diameter becomes of the order of
the transverse localization length. From then on, the
beam propagates without further expansion or, in other
words, behaves as if it is going through a ‘“‘random
fiber.”

This work consists of two parts. In the first, we argue
that the problem can be mapped onto the time-
dependent two-dimensional Schrédinger equation, the z
coordinate playing the role of time. On general grounds
one expects localization to occur in the Schrddinger
problem, as the generally held belief is that in one and
two dimensions all states are localized (except for partic-
ular kinds of disorder).” In the second part, the oc-

currence of localization is verified quantitatively. This is
done by our performing extensive numerical simulations.
As all interference effects have to be included, this is a
highly nontrivial problem. The simulations were per-
formed with techniques developed by one of us.?

Let us consider a medium of which the index of re-
fraction is homogeneous in one direction only. The prop-
agation of the wave field through this medium is
governed by the scalar Helmholtz equation®

V2+k*n?(x,y)p=0, 1

where k=2n/A, n(x,y)=n(w,x,y) is the index of re-
fraction at the point (x,y,z) and in general depends on
the angular frequency ®=2nc/A [since we consider
monochromatic light only, the » dependence of n(x,y)
will be omitted]. For simplicity we use the scalar form
of the Maxwell equations. Obviously if the medium ex-
tends from z = —oo to z =+ oo, the z dependence of the
wave field factors out in a trivial manner. Putting
o(x,y,z) =®(x,y)exp(—iqz), (1) reduces to

HO=(g*>—k*n})®, (2a)
where
H=0%/0x2+8%9y?+V(x,y), (2b)

and an effective index of refraction,

néES_lj;nz(x,y)dxdy, (2¢)

has been introduced such that the average over the sam-
ple of ¥ (x,y)=k2[n?(x,y) —ngl is zero. Up to a minus
sign, H is the Hamiltonian for a quantum particle mov-
ing in a potential —¥(x,y). Common lore then says
that if n(x,y) is a random function, interference will
cause the wave field to be exponentially localized in the
(x,y) plane.’

From an experimental point of view, it is essential to
see how an incoming wave behaves. To this end we have
to consider a semi-infinite system. If localization occurs,
one expects that an incoming wave will not spread in the
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transverse direction beyond the localization length.
Otherwise the beam will expand forever. Writing
o(x,y,z) =e(x,y,z)exp(—ikngz), (1) becomes equiv-
alent to

0% .., d¢
- +2ikno— =He. 3)
9z2 M0, T 1Y
Invoking the standard argument that if
8% d¢
K 2kno| T+ 4)
0z 2 "o aZ

for all (x,y) € S, it is allowed to replace (3) by the par-
axial form of the wave equation

2iknoi'£/— =Hy, (5)
0z

where the symbol y has been introduced to distinguish
the solution y of parabolic approximation (5) from the
solution ¢ of elliptic problem (3). Apart from a missing
minus sign in the definition of H, (5) is nothing but the
time-dependent Schrodinger equation (TDSE) for a par-
ticle moving in the 2D potential —V(x,y), z playing
the role of time. The initial state w(x,y,z=0)
=0¢(x,y,z=0) is precisely the wave field at the entrance
plane, i.e., the incoming wave front. Within the parabol-
ic approximation we can obtain the wave field for z >0
by integrating the TDSE (5). Of course, it remains to
be seen to what extent the solution of (5) satisfies re-
quirement (4).

It is of interest to note that theoretical calculations of
high-resolution electron-microscope images are based on
the same formalism as the one used here.!® However,
the assumption that the potential is z independent is un-
likely to be correct, the reason being that scattering of
the wave field is due to the interaction of the electron
with (regularly) stacked atoms, not due to variations in
the index of refraction.

The intimate relationship between the solutions of (2),
(3), and (5) can be made more explicit by writing the
corresponding solutions as a linear combination of the
eigenstates u,=u,(x,y) of H,'' ie, Hun=E,up,
=2, 0,upexp(—iE,z), and y=2X, w,u,exp(—iE,z),
whereby ¢, and y, are the corresponding expansion
coefficients. The “energies” E,, E,, and E, are related
to each other through!!

E,=2knoE, =E2+2knoE, . 6
Therefore, having the solution of one of the three equa-
tions makes it possible to obtain the solution of the other
two. We remark that (2), (3), and (5) only differ in the
way they describe the propagation of light in the z direc-
tion, the properties of the field in the (x,y) plane being
the same.

Our approach to solve the present problem is to per-
form a numerical integration of the TDSE (5), employ-
ing a fourth-order product-formula algorithm.® This al-
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gorithm is unconditionally stable and allows for an accu-
rate calculation of the solution of (5) for “times” z and
system sizes large enough to enter the regime where lo-
calization effects might be observable.

We now present the model which we have simulated in
more detail. We start with a rectangular parallelepiped
of dimensions L XL X L, in which we put a variable num-
ber of parallelepipeds of length d, width d, and height
L., according to a certain rule to be specified later. Each
of these “filaments” has a real refractive index n; and to-
gether they fill a fraction p of the sample volume. The
remainder of the volume is filled with a substance having
a real index refraction n;. A beam of monochromatic
coherent light enters the sample perpendicular to one of
the square surfaces, which for convenience we choose to
lie in the (x,y) plane at z=0. The beam at the entrance
plane will be modeled by a Gaussian profile of width b.
The center of the beam coincides with the center of the
z=0 plane. The area B on the entrance plane, covered
by the incident beam of light, is assumed to be much less
than the area S =L? of the entrance plane itself, i.e.,
B <SS, such that the beam will not expand as to cover
the whole surface S.

The parameters entering this model are the refractive
indices n; and n,, the width b of the incident beam, the
dimensions L XL XL, of the sample and d xd XL, of the
filaments having refractive index n,, and the filling frac-
tion p. Note that by construction the index of refraction
of the sample changes discontinuously as a function x or
y. The term containing the gradient of n(x,y) does
therefore not appear in (1).°

To mimic the experimental realization, some basic
constraints on the model parameters have to be taken
into account. One is that the width of the beam must be
much larger than the wavelength of the light. Other-
wise, carefully selected initial conditions would be re-
quired to take into account the diffraction of the beam.
To solve the TDSE (5) numerically it has to be put on a
2D lattice. Thereby it is convenient to express all dis-
tances in units of the wavelength A. The mesh size § has
to be chosen such that variations of y as a function of x
or y are smooth on a scale of the mesh size. Simulations
were carried out with 0.25A0 < § <A, up to 76800 ““time”
steps and a lattice of 401 X401 sites. In its lattice form
the model resembles the Anderson model of localization '
except that the potential at a particular site is not a uni-
form random variable drawn in the interval
[—wW/2,w/2]. As the refractive index is constant over
a certain number of lattice spacings, there is also some
correlation between the potentials on different lattice
sites; otherwise it would be a binary alloy model.'? In
our numerical work b =10, d =4, which is not unreal-
istic, n; =1 and n=1.25 (1.5), the latter being within
the range of refractive indices of existing materials, and
z = 240002 (6000A).

Various tests have been performed. For instance, if
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FIG. 1. The coarse-grained potential ¥ (x,y) for a sample lin
which scatterers of refractive index n, are distributed random-
ly.

there is only one parallelepiped (n,> n,) placed at the
center of a large sample (d <L), waveguide behavior
should result and this is also found in our simulations.
As the amplitude of the wave field is almost zero outside
the waveguide, the light is localized but certainly not as
a consequence of randomness. Increasing the number of
parallelepipeds by distributing them randomly in the
sample, clusters of material of refractive index n, are
formed. In practice, the following rule has been em-
ployed to fill the sample. The sample is first divided into
cells of size bxbxL,. The refractive index of each cell
(either n; or n,) is chosen randomly, taking into account
the filling factor p.

As long as A <d there is little probability of having
amplitude traversing through one of the “potential”’ bar-
riers. In this case the system resembles a collection of
fibers which vary in size and shape. Depending on the
filling fraction p (one of these) clusters may be percolat-
ing or not. If not then within each of these waveguides
the wave field is, for all practical purposes, localized in
the same trivial sense as above. Otherwise, the beam of
light may expand until it reaches the edges of the sam-
ple. For the present purposes the most interesting situa-
tion arises when A=d and p=7+ (which is below the
percolation threshold p. =0.5927). Then there is a good
chance for the wave field to “tunnel” through the poten-
tial barriers where it can interfere with light that has ar-
rived there by taking different routes. A “coarse-
grained” picture of such a sample is shown in Fig. 1.

Consistency of the arguments used above requires that
for this choice of the potential ¥ (x,y), the solution of
(5) satisfies (3), or equivalently,

| Hy | > | H?y|/4k*n$ , (7)

for all (x,y)€S and 0=<z=<L,. If y(x,y,z)=0 for
some region in S, (7) is not satisfied, but then within S
the parabolic approximation is exact, albeit in a trivial
manner. A more relevant measure for the quality of the
parabolic approximation is to take the pair (x,y) (for
each z) for which the difference | Hy| — | H?y|/4k*nd

1 | | 1 L
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FIG. 2. A measure of the width of the wave field £(z) (in
units of A) as a function of the length of the sample z. Solid
line: Estimate based on the second moment of |w(x,y,z) | 2.
Dashed line: Estimate obtained from the knowledge of the
fourth moment of |w(x,y,z)|% Dots: &(z) for a uniform
medium with the same estimator as for the solid line.

reaches its maximum. In all cases that we have simulat-
ed we have found the left-hand side of (7) to be a factor
of 10 larger than the right-hand side, suggesting that the
condition (4) is reasonably well satisfied.

In Fig. 2 we show some representative results for the
case n,=1.5. The solid line is a measure for the width
of the amplitude of the wave field, namely,

@) e Ky @) |R?2|w(2)) —(y(2) |R | y(2))211/2,

where R is the vector to a point in the (x,y) plane (the
precise relationship is given in Ref. 8). It follows that
the area for which there is substantial intensity is ap-
proximately constant for 12001 <z < 6000r. To test
whether the wave field decays exponentially with dis-
tance (for large z), £(z) has also been calculated with
the fourth moment, and from Fig. 2 (dashed line) it is
seen that the agreement is good. From Fig. 2 one fur-

=
SSISSSSSS

<
‘0,‘“".‘ =S Tk SO
SSOSOSSOS, S <>
==l ElEESEsSSSSTT
| e seeeay S5
p"& %‘ < SROSSESSSS SOSSOSSSS ’:,‘:,:'_‘_‘——
S
= —
—

SO
e =
S <>
S0

S =
= X
S <
S OS SE S SOSSSSOS SOS
go N S S S S OS SOSSSSSS SIS S
e S=——————
"“ <> < ST
S S S S S S S S S S Sy
== S
=

=

FIG. 3. Snapshot of the intensity of light after traveling a
distance of about 6000 wavelengths through a randomly filled
sample.
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ther learns that initially the wave field expands, essen-
tially as a free field for which £(z) acz,8 but then it set-
tles to a more or less constant value. The remaining fluc-
tuations merely reflect the internal dynamics of the field
as a function of z.® For sufficiently large z, £(z) is seen
to be fluctuating around a finite value which is directly
proportional to the localization length.® Most of the am-
plitude of the wave field is confined to some region in 2D
space, as is seen most clearly from Fig. 3. Within the
theoretical framework used we have therefore given
direct numerical evidence that an array of randomly
placed scatterers will exhibit two-dimensional strong lo-
calization of light.
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