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A new Monte Carlo dynamics is proposed for ¢* field theory that reduces critical slowing down.
Discrete Ising variables are embedded into the field theory, so that large-scale tunneling events can be
induced via a modified Swendsen-Wang algorithm with fluctuating site-bond percolation probabilities.
The measured dynamical critical exponents zgp =0.07 £ 0.07, 0.29 £ 0.09, and 0.87 2 0.20 in one, two,
and three dimensions, respectively, are consistent with our conjecture that this embedded dynamics lies
in the same universality class as the Swendsen-Wang Ising dynamics.

PACS numbers: 11.15.Ha, 05.50.+q, 64.60.Ht

Monte Carlo simulations have become increasingly
important as a tool in studying complex statistical sys-
tems and fundamental properties of quantum field
theory. Also they provide a pseudodynamics to probe
quasiequilibrium processes crucial in nucleation, domain
formation, and phase stability. Greater insight into the
dynamics of algorithms is fundamental both to the un-
derlying physics and to finding faster algorithms. In par-
ticular, all local algorithms suffer from critical slowing
down as one approaches a phase transition. To avoid it
one must define appropriate nonlocal (or collective) vari-
ables and a new dynamics for driving them.

Progress has been made recently with some nonlocal
algorithms for discrete spin models. Swendsen and
Wang' have used the Fortuin-Kastelyn? (FK) percola-
tion map for the Potts model to define collective coordi-
nates that allow domains to be inverted with zero free-
energy cost. Further improvements are possible by intro-
ducing multigrid methods.?

However, ¢* theory presents new opportunities and
challenges. It is an obvious starting point for developing
new algorithms viewed either as a prototype for the
quantum field theory of Higgs particles or as the stan-
dard Landau-Ginzburg-Wilson effective free energy for
phase separation. But existing techniques such as Four-
ier acceleration® and multigrid 56 methods, while offering
significant speedup in the regions where the fluctuations
are dominately Gaussian, so far have been demonstrated
to reduce the exponent z, controlling critical slowing
down, below the Glauber value.’

Here we propose a scheme that succeeds in reducing
this dynamic exponent. Our idea is to embed discrete
variables, which are responsible for the dynamical criti-
cal properties, into the continuous field theory. In ¢*
theory, we know that the critical point is caused by the
condensation of instantons (or kinks in the one-dimen-

sional double-well potential). The instantons are not
well approximated by harmonic fluctuations. Therefore,
we introduce discrete variables s,

¢x=sx|¢x| s 1)

that label the two vacua. At fixed values of |¢(x)| a
ferromagnetic Ising model is embedded into the ¢* field
theory and a modified nonlocal Swendsen-Wang dynam-
ics drives instanton formation. This substantially ac-
celerates the dynamics.

Consider the Euclidean action for the ¢* theory,

S@)=7 X (0 =0+ X(zpoitren), )

on a d-dimensional hypercubic lattice with L? sites and
periodic boundary conditions, where the sum runs over
nearest-neighbor link, (x,x"). The probability density is

dP(p)=Z ~'e STdo, , (3)

where the partition function is

+ oo
z=T1J "do.e 5@ (4)

A Monte Carlo dynamics approximates the L¢ integra-
tions over ¢, by a selection of configurations chosen with
frequency given by the probability distribution dP(¢).
The difficulty with critical slowing down is encountered
when one chooses a Markov process W(¢p'«— ¢) which
makes only local changes in the variables. As you ap-
proach the phase transition, coherent domains develop
and the correlation length diverges (§— o). The local
changes move the domain walls by diffusion resulting in
autocorrelations that increase like £7 with z =2,

To emphasize this picture, the action for u negative is
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expressed as
Sl =1 2 (9x=0:) 2+ X0(63~0in)?, (5)

with a double-well potential. In the continuum approxi-
mation the two vacua, located at ¢, = % ¢pin = $,u/4k
are connected by the kink solution, ¢x‘" = Gmin
xtanh(x~ —pu). So we introduce discrete variables s, to
connect the two vacua and a new Swendsen-Wang dy-
namics to increase their mobility:

S(Sxa ] Ox | )
= _(Z,>ﬁxx'sxsx'+2[d l Ox | 24+( I Px I Z_Q)r%]in)z] . (6)

At fixed |#(x)| =s.9x, the effective spin-spin cou-
pling is Bxx'=| 6<¢.'|. For future reference note that as
A— oo with ¢yin fixed, there are sharp minima in the po-
tential at & ¢ = £ \/B, and so we expect to get nearly
pure Ising dynamics with small fluctuations in the
effective B, around the inverse Ising temperature
B=(u/aN)2=1/kT.

The update algorithm consists basically of two parts:
a conventional Monte Carlo update for the ¢, field and a
Swendsen-Wang sweep for the embedded Ising variables
s¢. The detailed procedure is as follows:

(i) Update the ¢, fields via a standard local Monte
Carlo algorithm. For simplicity, we choose one pass of a
local heat-bath algorithm implemented via multiple
Gaussian random hits.

(ii) At fixed |o¢,| introduce an effective Ising-type
system,

Slsmg H Bxx' (Xxsx

(x,x"

=TI —e )8, 4e 1, (7

(x,x")
and form site-bond percolation clusters dictated by the
joint probability,

P(Sx;nn")
=zhmgnt<1—e "W, Bnite P, ol (8)

Thus percolation is controlled by a variable bond proba-
bility (or edge-contraction probability in FK terminolo-
gy),

- (1 +s5,85,0
p,\_\»’=l_€ Brx (L +5.5,) =1

_e*—(|¢x||¢x'l+¢x¢'x’)' (9)

(iii) Update the Ising variables subject to the con-
straint of Eq. (8) that percolation clusters are flipped
coherently with 50% probability, and repeat the above
cycle.

The beauty of the Swendsen-Wang update step is that
the entropy of the percolated cluster formation exactly
cancels the surface energy to give zero free-energy cost.
Detailed balance is guaranteed by the condition that
summing out the percolation variables, ny,’, in the joint
distribution, P(s,,n.), of Eq. (8) yields the correct Is-
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ing distribution of Eq. (7).

Arguments analogous to those advanced by Fortuin
and Kasteleyn? and Coniglio and Klein® suggest that the
connectedness length for percolation diverges at the criti-
cal surface of the ¢* theory just as it does for the pure Is-
ing or Potts systems, and numerical evidence given below
supports this conjecture. Additional insight into the
consequences of the Fortuin-Kasteleyn mapping in
mean-field-theory context can be seen in the recent paper
of Klein, Ray, and Tamayo.®

We have done a variety of simulations to compute
static and dynamic exponents. We measure the auto-
correlation times for four operators, the energy (or ac-
tion) density, and three measures of “magnetization” by
summing over the operators, ¢, sgn(¢,), and | 6y |, re-
spectively. Since our dynamics averages over the sign of
¢ the most useful one is the |¢,| magnetization mea-
sure. The measurement of autocorrelation length 7 is
based on an exponential fit, constXe _’/’, to the auto-
correlation functions.

Knowing the corresponding values of 7 for different
values of the correlation length & allow us to compute the
critical exponent z using t—~¢&7 or t~L? if finite-size
scaling is used. Static exponents are measured from the
susceptibility, the specific heat, the correlation length,
and the connectedness length of percolation clusters.

The numerical results from our main simulation are
summarized in Fig. 1. We simulated the d =2, ¢* theory
at A =0.1 and varied both the size of the lattice (in order
to use finite-size effects) and the mass parameter u in the
neighborhood of the critical surface pu= —0.6. The
same value of A was used by Goodman and Soka® be-
cause it was sufficiently close to the Gaussian theory
(. =0) to show considerable speedup for their multigrid
approach. It is interesting that our value for zgp=0.29
+0.09 is clearly less than the z; for Glauber dynamics
and it is consistent with the value found for the d=2 Is-

g /%
Heat Bath

z=1.90 + 0.21 /[I]

/

D

/ o—
o——"
_—

Embedded Dynamics
z=0.29 + 0.09

1 llllll‘ 1 1 lllllll

5 10 50 100
L

FIG. 1. Autocorrelation times r for d=2 ¢* theory using
pure heat bath and our Swendsen-Wang embedded algorithm.
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FIG. 2. Static scaling laws for d=2 ¢* theory: susceptibili-
ty x and the connectedness length &conn for the associated site-
bond diluted percolation.

ing model in the Swendsen-Wang dynamics. We have
also checked the static exponent y/v and the divergence
of the connectedness length to confirm that we are inside
the scaling region and that we are approaching a critical
point for our percolation process (see Fig. 2).

Our main observation is that up to statistical errors
the values for the critical exponents zgp for the ¢* theory
embedded dynamics are the same as the exponents zgw
found for the Swendsen-Wang Ising dynamics (see
Tables I and II).

The critical region forms a surface (line) in the A-u
plane with an infrared unstable Gaussian point at A =0,
u# =0+ and a nontrivial ir-stable fixed point at A =oo,
u=—oo_ For fixed 1 the correlation length diverges as
|t —per] ~%. Although universality requires that the
divergence of static quantities and hence the static ex-
ponents be the same independent of where you approach
the critical surface between the two fixed points, the
universality for z in our nonlocal dynamics is not
guaranteed. However, on the basis of numerical evi-
dence, we conjecture that embedded dynamics lies in the
same universality class as the Swendsen-Wang so-called
“nonuniversal” Ising dynamics. '

Further evidence of this equivalence was sought by
running our algorithm at other values of A in =2 and in

TABLE I. Critical exponents for the ¢* embedded dynamics.

Dimension ZED Y/V Vconn
1 0.07 =0.07 1.01 £0.02 0.87%+0.10
2 0.29 +0.09 1.75 £ 0.01 1.01 £0.01
34 0.87£0.20 : c

4Reference 10.

other dimensions. Since we know that there has to be a
crossover to zgp =zsw at infinite A the important thing
to check is the A independence of our exponent zgp at
small A.

We also note that for smaller A in d =2 as we vary the
lattice size the crossover from heat-bath dynamics to ac-
celerated dynamics is delayed. We are investigating the
possibility that this is due to the critical slowing caused
by purely Gaussian fluctuations. If this is the case, by
introducing multiscale dynamics that give z=0 in the
pure Gaussian case we expect to “expose’ the accelerat-
ed dynamics at shorter length scales.

For d=1, we can show analytically that the Swend-
sen-Wang dynamics gives z=0, and so our numerical
agreement is especially significant here.'?> Our computa-
tion consists of finding the eigenvectors of the traunsition
matrix W(sy«— s,) for the Swendsen-Wang dynamics in
d=1. The eigenvalues are integer powers of e ~ /%,
where 1/r=In[(1 —e ~2#)/2]. As you approach the fixed
point S— oo the critical slowing down never sets in, in
contrast with Glauber dynamics with z=2. Similarly,
we can also show that zgw vanishes as g goes to zero in
the Swendsen-Wang g-state Potts model.!> For ¢*
theory, a similar computation can be performed in the
limit of a gas of kinks, yielding

1/z=Inl[(1 —e ~E¥)/2] |

where Eyin = /2/3V2 .

More simulations are being pursued, particularly in
the physical interesting dimension of d =4 for the quan-
tum field theory of scalar particles.

In conclusion, we have shown how the instanton coor-
dinates of the Fortuin-Kasteleyn percolation clusters can
be used to accelerate the simulations of ¢* field theory.
We are also looking at faster algorithms for the “small”
fluctuations cycle to replace our heat-bath algorithm. In
fact, if you think of the system as combining solitons and
Gaussian fluctuations, an obvious idea is to combine the
Swendsen-Wang cycle with a multigrid or Fourier-accel-
eration cycle.

Finally, we are investigating applications of our em-
bedded dynamics to other field theories: the xy model,
complex ¢* field theory, the nonlinear o models, and
Abelian and non-Abelian gauge models. Various embed-

TABLE II. Critical exponents for the Swendsen-Wang Ising
dynamics.

Dimension zZsw y/v?
1 0.06 +0.06° 1
2 0.35+0.01° 7/4
3 0.75%x0.01°¢ 1.953
4Reference 11. ‘Reference 1.

bReference 12.
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ding schemes can be found that respect detailed balance,
and algorithms are being tested.'* However, since the
essence of our approach is to express the dynamics in
terms of the appropriate excitations and collective
modes, we will not hazard a prediction of success for
these new systems. The peculiar physics of each phase
transition can be crucial. Just as there are universality
classes for static properties of phase transitions, we ex-
pect new universality classes of efficient embedded
schemes.

We would like to acknowledge many useful conversa-
tions with George Batrouni, Roscoe Giles, William
Klein, Jean Potvin, Tane Ray, and Sid Redner. This
work was supported in part (P.T.) by an ONR grant.
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