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Bonding in GaAs
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Experimental measurements of structure factors in GaAs have been compared with the results of ab
initio calculations by the pseudopotential method. We measure the charge in the bond from charge-
density maps to be 0.071 electron, in good agreement with theory. The measurements were obtained by
an electron-diffraction technique which can be applied to submicron crystals, thus greatly extending the
range of materials for which structure factors can be measured, and theoretical calculations tested.

PACS numbers: 61.14.Dc, 61.16.Di, 71.20.—b

The extremely small magnitude of crystal structure-
determining energies compared with their cohesive ener-

gy has long provided a severe challenge for theoretical
calculations of crystal structure. Small errors in the cal-
culation of the strong Coulomb interactions may easily
mask the very weak interactions which stabilize particu-
lar crystal structures. Similarly, bonding charge densi-
ties in covalent crystals are typically less than 0.01% of
the total charge density. The success of the pseudopo-
tential method in the local-density-functional approxi-
mation for the calculation of the ground-state properties
of single crystals and their surfaces' has, however, great-
ly increased the accuracy with which valence electron
densities may be computed.

These advances in theory have not been matched by
advances in the accuracy of experimental methods for
the determination of charge-density distributions in ma-
terials. For the special case of silicon (for which very
large defect-free crystals can be grown), accurate deter-
minations have been made with use of the x-ray Pender
losung method; however, an urgent need exists for a
method which can be applied to submicron structures
and polycrystalline materials for comparison with band-
structure calculations. In this Letter we therefore de-
scribe a versatile and accurate general method for the
experimental measurement of structure-factor ampli-
tudes from microcrystals of known structure, and com-
pare our results for the bonding charge in GaAs with the
results of recent pseudopotential calculations. The
method is based on a quantitative comparison of energy-
filtered transmission electron microdiffraction patterns
("rocking curves") with multiple-scattering calculations.
The low-order Fourier coefficients of the crystal potential
are adjusted for best fit with the experimental data.
Unlike spectroscopic techniques, our method ensures
(through energy filtering for elastic scattering) that only
ground-state (and phonon excitation) effects are ob-
served. The enhanced sensitivity to bonding effects of
low-order electron diffracted beams over the correspond-
ing x-ray reflections results2 from the Mott-Bethe rela-
tionship between the x-ray scattering factor f„(s) and
the electron scattering factor f, (s) for an atom of atom-

ic number Z:

( )
me' Z f„(s)—

where s = (sine)/X (m, A. relativistically corrected).
Equation (1) expresses Poisson's equation in the Fourier
domain. Thus, for small 8, small changes in the Fourier
coefficients of charge density, f„(s), have a large effect
on f, (s), the coefficients of potential. This sensitivity is
further enhanced by strong multiple scattering which
normally occurs in electron diffraction.

Attempts to develop a quantitative method of electron
crystallography have a long history. '4 For particular
specialized cases, the critical voltage method can provide
a highly accurate method for certain structure factors. 5

Two- and three-beam approximations6 7 have also proved
useful. The important problems have always been the
size of the computational effort needed to include all
multiple-scattering effects, the avoidance of crystal de-
fects, the accurate determination of experimental param-
eters, and the accurate specification of Debye-Wailer
factors (needed for comparison of results at different
temperatures). Advances in computers have solved the
first problem for simple structures, Advances in in-
strumentation for convergent-beam electron diffraction
(CBED), such as brighter sources, efficient energy-loss
spectrometers, and improved vacuum systems allowing
nanometer-sized electron probes without contamination,
have solved the second. Our experimental parameters
are treated as refinement parameters on an equal footing
with the structure factors sought. Figure 1 shows how
rocking curves are obtained simultaneously in every
diffracted order by the CBED method. Thus many of
the difficulties of the x-ray method (extinction, crystal
defects, and dispersion corrections) are avoided, and
greater sensitivity obtained for low-order reflections.
(Extinction effects in x-ray refinement causes the biggest
error for the crucial low-order reflections. )

Our calculations for the CBED intensities are based
on the Bloch-wave solutions for the Schrodinger equation
due to Bethe, given, for example, in Ref. 8. To obtain
greater accuracy we solve the fully three-dimensional
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diffraction problem (thereby including all higher-order Laue zone reflections) by the renormalized eigenvector method.

For a parallel-sided slab of crystal traversed by an electron beam inclined to the surface normal n we obtain

Bs(2k g+g') ~ &hUg-h

1+g, /K, h (1+g„/K„) '~ (1+h„/K„) '

for eigenvalues y, eigenvectors Bs =(1+g„/K„)'~
Cg (see Ref. 8 for definition of C~), complex "structure factors" Ug

(see Ref. 8), electron wave vector K, and reciprocal-lattice vectors g. Here g„=g n, K„=K n, and the wave vector in-

side the crystal is k=K+yn. We solved these equations numerically to obtain the CBED intensity at a point (K„K~)
in the CBED pattern,

Ig(K„EC~) =g;Q, CIi(inv)C&C](inv) Cjtt* exp[ —2xi(y' —y')tl, (3)

where Cs and y' functions of K„and Ky. Here CIi(inv)
are the elements of the first column of the inverse of the
matrix whose elements are Cg (rows i, columns g).
Effects of inelastic scattering ("absorption") have been
included through the addition of a small imaginary com-
ponent to Ug. The resulting non-Hermitean eigenvalue
problem was solved by standard numerical methods.
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FIG. l. Experimental data (crosses) for the (h 00) sys-

tematics, compared with three-dimensional dynamical theory
(continuous line). Beam direction [035]; 120 kV; —183'C;
elastic scattering only. Thickness, 88 nm. (200) and (400)
Bragg conditions indicated. Inset: Ray diagram for CBED. S,
electron source; D, detector; D' is conjugate to D; 8&, the Bragg
angle; T, the sample. Scans are taken across A-B.

High-order structure factors (insensitive to bonding)
were taken from relativistic Hartree-Fock calculations
for neutral atoms. 'o A matrix diagonalization is re-
quired for each plane-wave component of the incident
cone of electrons. The dimension 50X 50 was required to
include all reflections near the Ewald sphere which gave
appreciable intensity, and to ensure convergence. The
refinement parameters (high voltage, sample thickness,
absorption parameters, selected structure factors) were
varied as described below for best fit. Debye-Wailer fac-
tors for 90 K were taken from recent lattice-dynamical
calculations, " which agree to within 10% with neutron-
diffraction data. (An error of 20%, however, would ac-
count for only one-third of the difference between our
experimental and neutral-atom results. )

GaAs was prepared for electron microscopy by grind-
ing and ion milling at 90 K. CBED patterns were ob-
tained with use of a Philips model-EM400 electron mi-
croscope from defect-free regions (confirmed by imag-
ing) at an accelerating voltage of 120 kV and 90 K (to
minimize phonon scattering and reduce contamination).
By our placing the deflection of the CBED pattern under
computer control, the intensity variation along a "sys-
tematics" line could be scanned over the entrance slit of
an energy-loss spectrometer (Gatan model 607). Angu-
lar resolution was 0.6% of the (200) Bragg angle.
Electron-beam stability was assured by our comparing
intensities before and after scans. Intensity data along
the entire systematics line with reflection g at the Bragg
condition were used to refine Us, and this procedure was
repeated for each g. Our refinement strategy em-
phasized the portion of the data most sensitive to each
parameter as follows: (1) High voltage and orientation
were found from the positions of higher-order Laue zone
lines; (2) absorption parameters were determined by our
matching the asymmetry of the central disk; (3) thick-
ness was found with use of the outer fringes of the
CBED disks; (4) structure factors were refined with use
of the whole curve, stressing the inner CBED peaks at
the Bragg condition. Thicknesses t =(n+ —,

'
)g~ give

greatest sensitivity to Ug and t. The phonon-scattering
background included in our 2-eV elastic window was
measured at 90 K between the disks to be 1% of the
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Bragg intensity, and was subtracted. The much larger
plasmon and electronic contribution is excluded by the
filter. Figure I shows results after refinement. Table I
summarizes these and compares them with the re-
cent one-electron local-density-functional-approximation
pseudopotential calculations of Nielsen and Martin, ' to
which a core contribution has been added. ' In GaAs,
only those structure factors whose indices h, k, l are odd
have phases affected by charge redistribution (others
have known phases nz) X. -ray results are also shown, "
corrected for dispersion and Debye-Wailer factors. '

The (200) and (000) '4 structure factors cannot easily be
measured by x-ray methods.

Our results are consistently 1 to 2 e /cell larger than
the crystal theory results. '2 Since a similar difference is
likely to result from a measurement of the imaginary
parts of the odd reflections, their phase can be well ap-
proximated by calculated phases. ' It is well known'

that, in the presence of multiple scattering, both x-ray
and electron-diffraction intensities are sensitive to
structure-factor phases. Our systematics geometry is not
highly sensitive to the small changes in the phases of the
odd reflections due to bonding, because it tends to be
dominated by two-beam interactions which do not
preserve phase information. However, it is readily shown
that the important charge density near the midbond is
almost independent of these phases, which mainly affect
charge transfer between the large "hole" in Fig. 2 and
the nuclear positions. (The greatest uncertainty in the
pseudopotential results' also lies at the nucleus. ) Be-
cause of the very small relative size of bonding charges,
valence charge-density maps are almost indistinguishable
from maps formed from a superposition of neutral atoms
on lattice sites. They thus contain no useful information
on crystal bonding. As a more sensitive method of show-

ing our results, Fig. 2 shows a charge-density difference
map hp(r) =p, (r) —p, (r) on the (1,—1,0) plane con-
taining the interatomic bond. Here p, (r) was found
from the measured Ug, with use of Eq. (I). Since p, (r)

was found from the same neutral-atom scattering fac-
tors' used in the dynamical calculations, Fig. 2 depends
only on measured quantities [together with the calculat-
ed phases for the (111) and (333) reflections]. Results
of a complete error analysis' are given in Table I. For
Si it has been found that the CBED and x-ray method
(Aldred and Hart ' ) agree to within 0.3%, giving
confidence in the method. Unlike this earlier work, we
have used energy-filtered patterns and three-dimensional
dynamical calculations which allow for inclined bound-

ary conditions, and therefore expect more accurate re-
sults.

Figure 3 shows the bonding charge Ap(r) along the in-
teratomic Ga —As bond. GaAs is partially ionic and
does not have a center of symmetry at the midbond posi-
tion. Thus in Figs. 2 and 3 we see a reduced covalent
bond peak (increased negative charge) on the As side of
the midbond position. The negative value of Ap around
Ga may be accounted for by a dilation of that atom, and
corresponding contraction of the As. We also find that
more negative charge surrounds the As atom than the
Ga. A similar study of more ionic semiconductors might
be expected to continue this trend. The total amount of
charge in the bond, defined as the sum of all positive dp
in a cube on (1,—1,0) whose body diagonal is the bond,
is 0.071~0.045 electron. This may be compared with
the theoretical value' of 0.08 electron, showing excellent
agreement, given the arbitrariness in the definition of the
background charge and bond volume. The development
of this method thus opens the way to the accurate deter-
mination of charge densities in a wide range of real ma-
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hkl CBED Theory X ray Atoms v, (v)

000 ~ ~ ~

111 156.3 ~ 0.3
200 5.86+ 0.04
220 189.4 ~ 0.4
400 162.9 + 0.6
333 97.3 +' 0.8

155
5.92

187.8
160.4
96.0

157.6 W 0.4

189.2 ~ 0.4
165.2+ 0.5
99.6 ~ 0.3

155.1

5.58
190.2
163.3
97.8

iS.2+ 0.6
6.65 w 0.07
0.43 ~ 0.008
6.63 W 0.04
4.57+ 0.05
2.39 W 0.02

TABLE I. Structure factors in GaAs (in electrons per unit

cell). (a) Experimental results from the present CBED study,
compared with (b) pseudopotential calculations (Ref. 12), (c)
x-ray results (Ref. 13), and (d) neutral-atom calculations
(Ref. 10). Debye-Wailer factors have been removed from all

results (Ref. 11). Total crystal potential values Vs are also
given.
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FIG. 2. Charge-density difference map hp(r) for GaAs on
the (1,—1,0) plane containing the interatomic bond. Continu-
ous lines, electron surplus regions (with respect to "neutral
atoms"); dashed lines, electron-deficient regions. Contour in-

crement 0.011 electron per cubic angstrom.
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FIG. 3. Charge-density difference along the interatomic
Ga —As bond. Ionic and covalent effects are both evident.
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