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Thermal Response of Metals to Ultrashort-Pulse Laser Excitation
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Both electron thermal conductivity and thermal exchange with the lattice can cool an electron distri-
bution initially heated on a metallic surface with an ultrashort laser pulse. The interplay between the
two processes allows the electron-lattice coupling parameter to be determined. We report measurements
of optical damage to molybdenum and copper. Damage caused by pulses have a duration rL +1 nsec
can be understood only with a two-temperature model of metals.

PACS numbers: 72. 15.Eb, 78.47.+p

A reliable value of the electron-phonon coupling con-
stant g in metals' has wide implications, perhaps even in

the field of superconductivity. Recent investigations
have deduced or inferred experimental values of g.
However, a large uncertainty remains because of the
di%culty in firmly relating observations to theory. The
experimental approach has been to diagnose the electron
temperature either by photon-assisted electron emission
or by the change in reflection (or transmission ) of
visible light near the d-state resonance. These processes
are all limited to relatively weak excitation, the former
because of space-charge effects and the latter because of
nonlinear saturation processes. Moreover, in the case of
thick samples, the initial reduction of the electron tem-
perature that is measured at the surface is mainly due to
the fast electron diffusion process, and unless correctly
treated leads to an incorrect value of g. Thin samples,
on the other hand, can have anomalously fast electron
cooling due to electron-impurity and electron-surface
scattering.

This paper reports a new method of determining g. It
relies on competition between two fast processes: elec-
tron-lattice energy exchange and electron thermal con-
duction. The former cools electrons heated with an ul-
trashort 10-pm pulse (penetration depth -200 A) by
transferring their heat to the lattice. The latter removes
energy from the surface.

The paper has a second purpose. A theory is de-
veloped to describe the pulse-duration dependence of op-
tical damage to metals, and experimental results are
presented in support of the theory.

The heat transport inside the metal can be described
with the following one-dimensional, two-temperature
model:

x exp( —C,'T; x '/4tcot ), (3)

where Ao =4E,bJc,' and E,b, is the fluence absorbed at
the surface. In Eq. (1) we have treated T; as a constant
in x.. The diffusion length for T, is given by
xD=(2tcot/C, 'T;)' . The surface electron temperature
as a function of xD becomes

The electron heat capacity C, is given by C, =C,'T„C,'
being a constant, and x is the heat conductivity. Ac-
cording to Sommerfeld's model, tc cL T,/v, where v
=v„+v„and v„and v„are the electron-electron and
electron-phonon collision frequencies, respectively. T,
and T; are, respectively, the electron and lattice temper-
atures and C; is the lattice heat capacity. A(x, t) is a
source term and g is the electron-phonon coupling con-
stant. '

As a guide, we will derive some approximate scaling
laws for the response of a metal to an ultrashort pulse.
These scaling laws have two essential roles. First, they
allow quantities that are necessary to understand the fol-
lowing measurements to be introduced. Second, they
provide an analytic theory of short-pulse damage to met-
als.

We assume that the heat is initially deposited into the
electrons at the surface at x =0. For t smaller than some
relaxation time ztt, the heat will diffuse without being
absorbed by the lattice. To enable us to obtain analytic
expressions, we will assume v = v„cx:T;. Cotnputer
simulations, using the more complete expression' for v,
indicate that the following equations will be modified by
only a small amount with this assumption. In Eq. (1),
only the first term on the right-hand side is important
and T, is the solution of the usual diffusion equation,

T,' - (A 0/2) (C,'T;I tcotrt ) 'l'

and T, = (8/n) 't (E,bJx C,') ' (4)

C; T, =g(T, —T),
t

where x is the direction perpendicular to the surface.

To derive Eqs. (3) and (4) we required t ( rz, which
we estimate by keeping only the second term on the
right-hand side of Eq. (1) and neglecting T; in that term.
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We obtain

One simple means of measuring the surface lattice
temperature is to observe optical damage. If the damage
threshold is given by the absorbed fluence E,q necessary
for the lattice to reach the melting point, then

Eth =C; (T(~ —T;0)xtt, (7)

where T;o and T; are the initial and melting tempera-
tures, respectively. Neglecting T;0 and assuming that T;
in Eq. (6) is T; and that E,b, =E,h, one obtains

t/41/8
&oC

, Timg'Ce,
128 (8)

Equation (8) shows that the distance the electrons
penetrate before coupling to the lattice depends strongly
on g. Moreover, this value of xp, which is several
thousand angstroms thick in metals of interest, exceeds
by a large factor the value of the heat deposition depth
that would be predicted by a one-temperature model (the
laser skin depth in the very-short-pulse case). Taken to-
gether, Eqs. (7) and (8) imply very high damage thresh-
olds for metals irradiated with ultrashort pulses.

The large heat deposition depth xg results in Eth being
nearly independent of the laser pulse duration for very
short pulses. One can assume a delta function at t 0
for the energy deposition at the surface if the laser pulse
is shorter than

8/tt) t (C~C T ) t~/g

as obtained from Eqs. (4), (5), and (7).
For a laser pulse duration rL longer than rg, our scal-

ing laws retain their validity. The heat diffusion depth

xg, as well as the damage threshold fluence E,h, is re-
duced by a small factor (rL/rtt)' since the term E,b,

appearing in Eq. (6) should be replaced by the absorbed
fluence per unit of time ig. Thus for an intermediate
range, the surface temperature is only weakly dependent
on the pulse duration.

For pulses much longer than some critical time z„ the
diffusion of the lattice temperature becomes important.
For lattice-temperature diffusion depth xD; larger than

xg, the damage threshold Eth will scale"' as iL . One
can find r, by using a one-temperature model. " The
one-temperature model is obtained from Eqs. (1) and
(2) by our letting g go to infinity, i.e.,

8T 8
C; =xp T+A(x, t),

Bx
(10)

rg =Ce Te/g ~

We can now define a heat deposition depth xg as the
diffusion length xD at t =rg..

1 64 &0 Eabs
2

iiz T2 zc

where T, =T; =T and C, is neglected since C, &(C;.
The solution of Eq. (10) has a diffusion depth xD;
=(2xot/C;) ' and r, is given by r, = —, C;x~/xo, or

which is larger than re by a factor C;/C, 'T; . The criti-
cal time r, is inversely proportional to g and provides a
new method of measuring g. Equation (11) is also an
important result for optical damage. It gives the time at
which the rP scaling of the damage threshold (typical
of long pulses) ' ' changes to pulse-duration-in-
dependent damage (typical of ultrashort pulses).

For our experiment, we chose multishot optical dam-
age as a method of measuring the surface temperature.
For long pulses it is weil established that the damage
threshold is determined by surface melting. ' For short-
er pulses this is also true although superheating may
have to be considered. ' We have used the criterion of
multishot damage (number of shots & 100) to ensure
that defects have an adequate chance to propagate,
thereby minimizing superheating.

We experimentally investigated the response of metal
mirrors to normally incident ultrashort pulses. Copper
and molybdenum were illuminated with 9.3-pm pulses'
of 2.5-psec, 50-psec, 15-nsec, or 80-nsec duration. Previ-
ously published results on Mo and Cu have established
the long-pulse (r & 1.7 nsec) damage behavior of these
metals. '

The 9.3-pm beam was focused with a ZnSe lens to a
focal spot having co0=80 pm, where co0 is the radius at
which the electric field is I/e of its maximum value.
(Because mo»xtt our assumption of a one-dimensional
model is justified. ) A Gaussian beam profile was
confirmed by our moving a 50-pm aperture through the
beam and also by measuring the energy transmitted
through apertures 50, 100, and 200 pm in diameter.

Both the input and reflected energy were monitored.
Damage was assessed by (1) observing changes in mirror
reflectivity as a function of the number of shots; (2) ob-
serving visible sparks on the mirror surface in a darkened
room; and (3) observing the mirror under an optical mi-

croscope with —1-pm resolution.
All measurements were performed in a 10 -Torr

vacuum with standard laser mirrors. Laser mirrors were
used because electron-surface scattering is a major con-
tributor to energy absorption in metals. Mirror surfaces,
because of their flatness, minimize these losses.

Figure 1(a) shows the results obtained for all four
pulse durations. Two experimental points are plotted for
each investigated pulse duration. These bracket the mul-
tishot damage threshold. The 15- and 80-nsec data are
consistent with previous optical damage measurements. '

We have included the experimental points from Ref. 12
(without error bars) for comparison.

The experimental results are consistent with the scal-
ing predictions. For both Cu and Mo there are two dis-
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FIG. l. (a) Incident fluence at damage threshold as a function of rL The horizo. ntal bars are experimental points where damage
does and does not occur. Circles and squares are data reproduced from Ref. 12 for Cu and Mo, respectively. (b) Absorbed fluence
at damage threshold as a function of rL. The circles and squares are obtained from our numerical model for Cu, with g =1.0x10'
W/m' K and g =1.0&& 10"W/m' K, respectively. The solid curves are meant only as a guide. The dashed lines in (a) and (b) deter-
mine r, .

tinct regions. The short-pulse (rL &500 psec) region has
a damage threshold that is independent of the pulse
duration. For longer pulses (rL&1 nsec) the damage
threshold scales with zL as noted by many previous au-
thors.

In order to have a better comparison with the experi-
ment, Eqs. (1) and (2) are solved numerically with an
explicit finite-difference scheme for the case of Cu. We
use C,'=96.6 J/m K, C; =3.43X 10 J/m K, and
Iro=401 W/mK. The absorbed fluence, which is as-
sumed to be Gaussian in time, is introduced through
A(x, t) in Eq. (1), at the surface x=0. The metal tem-
perature for x~0 is initially set at T; =300 K. The
electron-electron collision frequency has also been in-
cluded by use of

v=vo[T;(I —a)+aT, (300 K)]/(300 K),
where a=v„/v„at room temperature. From Ref. 10,
we obtain a =0.53% for Cu.

In Fig. 1(b), the upper curve (circles) is the damage
threshold computed for g= I.OX 10' W/m K plotted as
a function of rL. The value of i, is in good agreement
with the experimental value of r, =840 psec shown for
Cu in Fig. 1(a). The absorbed fluence is also found to be
consistent with the experimental results of Fig. 1(a), if

we assume 2% absorption for Cu. The value of g is,
however, 10 times smaller than the previous measure-
ment and 20 times smaller than the calculation in Ref.
1. For comparison, the damage threshold is also com-
puted for g=1.0&10' W/m K (as obtained in Ref. 5),
and is shown by the lower curve (squares) in Fig. 1(b).
The value of r, =86 psec is incompatible with the experi-
mental results. With g =10' W/m K only 0.6% of the
incident energy is required for surface melting. Absorp-
tion of 0.6% is much less than that expected for Cu.
Note in Fig. 1(b) that r, Ix:1/g in agreement with Eq.
(»).

Further evidence for a small value of g comes from the
Mo data. With appropriate changes in the material pa-
rameters, we determine that g =2 X 10' W/m K.

The above approach for the measurement of g has ad-
vantages over previous techniques. It can be used with

many metals. It is not sensitive to surface contamination
since the heat deposition depth is —1 pm. It is compati-
ble with other techniques for measurement of the lattice
temperature. Two aspects, however, require further dis-
cussion.

Equation (11) indicates that r, is only weakly depend-
ent on the temperature at which damage occurs. Howev-
er, the lower curve (squares) would look like the upper
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curve (circles), if both the melting temperature were 3
times higher than T until t =86 psec and then, the
melting temperature decreased to T in the interval 86
psec & t & 780 psec. It is essential to question whether
superheating could account for such a temperature
dependence of the melting threshold. Superheating has
not been investigated in Cu or Mo. In the case of alumi-
num, ' single-shot melting occurs in less than 20 psec if
the lattice temperature exceeds the melting point by a
factor of 2.6. We expect superheating to be considerably
reduced in the multishot case since nucleation theory
suggests that defects should propagate some distance on
each shot. Thus, we expect superheating to play a limit-
ed role in this experiment.

The electronic heat capacity of Cu is significantly al-
tered by the d state (2 eV below the Fermi level) for
electron temperatures greater than approximately 0.4
eV. An electron temperature of 0.4 eV is undoubtedly
reached for the 2.5-psec pulse. The 50-psec data are
barely, if at all, aH'ected by the d state. The enhanced
heat capacity above T, -0.4 eV will play only a minor
role in the determination of the heat deposition depth,
and therefore g, for reasons similar to those outlined
after Eq. (9). This is confirmed by the Mo data which

give a similar value of g. (The density of states is not a
strong function of the electron energy for Mo. )

The reason that our value of g differs from the previ-
ous measurement is primarily the thickness of the sam-
ples. Thin samples have additional relaxation pathways
due to impurity and surface scattering which will

enhance electron-lattice coupling. These scattering rates
can far exceed the electron-phonon scattering rate and
will modify the energy relaxation process.

In conclusion, in bulk metal experiments it is essential
to fully consider thermal transport in any analysis.
Transport will dominate for t & ig. In the limit of weak
excitation rtt -400 fsec if g =10' W/m K and rtt -4
psec if g 10' W/m K [rtr is still given by Eq. (5) but
with T, room temperature]. In this limit thermaliza-
tion among the electrons is not assured. (v„( rtt

' for
both values of g. ' ) Since both photoemission and

thermoreflection measurements are sensitive to the elec-
tron distribution, they are unreliable in this limit. For
stronger excitation the electron distribution will thermal-
ize; however, thermal conduction is more important since
rg is larger.
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