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Surface States of Excess Electrons on Water Clusters
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Electron attachment of water clusters was explored by the quantum path-integral molecular-dynamics
method, demonstrating that the energetically favored localization mode involves a surface state of the
excess electron. The cluster size dependence, the energetics, and the charge distribution of these novel

electron-cluster surface states are explored.

PACS numbers: 73.20.At, 36.40.+d, 61.20.Ja, 71.55.Jv

Most studies' of small clusters focus on the depen-

dence of the geometry, level structure, and other proper-
ties upon size (number of particles) and the “transition”
from molecular to condensed-matter behavior. Charac-
teristic to these systems is a large surface-to-volume ra-
tio which could lead to unique, qualitatively different
from bulk, chemical and physical behavior.>® 1In this
Letter we shall demonstrate, using quantum path-
integral molecular-dynamics simulations®>* (QPIMD),
that the energetically stable excess-electron states in
small water clusters>~’ involve surface states rather than
internally localized states which may be regarded as pre-
cursors of the celebrated hydrated electron.®

The existence of the solvated electron was experimen-
tally demonstrated in 1863 for liquid ammonia,® and in
1962 for water.® The localization of an excess electron
in the bulk of a polar fluid originates from the combina-
tion of long- and short-range attractive interactions, '®
and is accompanied by a large local molecular reorgani-
zation. Nonreactive electron localization in water clus-
ters was experimentally documented to originate either
from electron binding during the cluster nucleation pro-
cess,>® or by electron attachment to preexisting clus-
ters.” The occurrence of a weakly bound state in
(H,0); (vertical electron binding energy —3 meV for
the equilibrium state,'"'> and —13 to —27 meV for a
persistent metastable state),!! characterized by a diffuse
excess electron charge distribution (radius of gyration of
=36a9), can be understood, on the basis of QPIMD cal-
culations, to originate from weak electron-dipole interac-
tions. On the other hand, the existence of stable
(H,0),7 (n>11) clusters,”~” which are characterized®
by a large vertical electron affinity, i.e., 0.75 eV (for
n=11) to 1.12 eV (for n=19), poses a challenging
theoretical problem. Quantum-mechanical calcula-
tions'>' for (H,0)¢ and (H,O)s reveal that the adia-
batic electron affinity of these, and presumably also
larger, water clusters will be negative, precluding the ex-
istence of such stable excess-electron clusters, in contrast
with experiment.’~7 These theoretical studies followed

faithfully the conventional wisdom in the field of
solvated-electron theory,'® invoking the implicit assump-
tion that the excess-electron state in (H,O), constitutes
an interior localization mode. QPIMD calculations are
ideally suited to explore alternative localization modes of
the excess electron in water clusters.

The QPIMD method rests on an isomorphism between
the quantum problem and a classical one, wherein the
quantum particle is represented by a necklace of P pseu-
doparticles (“beads”) with nearest-neighbor harmonic
interactions.>* If we invoke previous formalism and no-
tation> the average total energy of the system is

P
=—3ﬁ+<Vc>+K+P—' Y Vi),
2p i=1
with K =3/28+ K, where V. is the interaction poten-
tial between the classical particles (whose number is N),
V(r;) is the cluster-electron interaction for the ith pseu-
doparticle,

1 & /ov(r)
Kint= <

71;,,1 or; ~(r,~—r,,)>,

B=1/kT, and angular brackets indicate statistical
averaging. The water molecules in this study were treat-
ed classically. The choice of the number, P, of beads
representing the excess electron is temperature depen-
dent. As a rule of thumb, adequate discretization is
achieved for PkT = e?/ay.

A key issue in modeling the system is the choice of in-
teraction potentials. Fortunately, for neutral small water
clusters, interaction-potential functions which provide a
satisfactory description for a range of properties are
available. We have used the RWK2-M model!'’ for the
intramolecular and intermolecular interactions. For the
electron-water interaction we have constructed a pseudo-
potential (Fig. 1) in the spirit of the density-functional
theory, which consists of Coulomb, polarization, ex-
clusion, and exchange contributions:

V(re,Ro,R1L,R2) =VeoutV,+V,+V,. (1
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FIG. 1. Contours of electron-water interaction, left, and the electron density [logi0p(r)], right, [see Eq. (4)] in the plane contain-

ing the nuclei. The oxygen is located at the origin.

The positions of the oxygen and hydrogen nuclei of the
water molecule are given by (Rg,R|,R3) and r, is the po-
sition of the electron. The Coulomb interaction is

V coul(te,Ro,R1,R2) =

3

=Y gje/max(|r, —R;|,R.), (2)

j=1

where R;=Ry+ (R;+R,—2R()é is the position of the
negative point charge of the RWK2-M model and
R..=0.5ap. The values ¢q;=¢g,=0.6e, g3=—1.2e¢,
§=0.22183756aq were chosen'? to give a good represen-
tation of the dipole and quadrupole moments of H,O.
The polarization interaction is given by

V,(r,Ro) = —0.5ae?/(|r. —Ro| *+R;)?, (3)

where @ =9.7446 a.u. is the spherical polarizability of
the water molecule. The form of V, and the value of
R, =1.6a, were chosen to fit the adiabatic polarization
potential as calculated by Douglass er al.'® The ex-
clusion, V,, and exchange, V,, contributions both require
the electron density, p(r,Ro,R1,R3), of the water mole-
cule!” which, in the regions of importance, is adequately
approximated by the simple expression (see Fig. 1)

p(r,Ro,Rl,Rz) =8a0—3 e ~3lr=Rol/ag
e‘3|l'_Rj|/00. (4)
The repulsion, due to the exclusion principle, is modeled
as a “local kinetic-energy” term, '8

Ve(l'e,Ro,R|,R2) =0.58200(3ﬂ.’2p)2/3. (5)
The exchange interaction is modeled via the local ex-

812

change approximation,
Ve (toe,Ro,R|,R,) = —ayelag(3n2p) 3/ x. (6)

The parameter a, was taken to be a, =0.3 in order to
obtain good agreement between our simulation results
and the self-consistent field results of Rao and Kestner'3
for (H,O)g at a fixed configuration of the water mole-
cules.

Equipped with these potentials, we have embarked
upon an investigation of the energetics and geometry of
(H,0), (n=8-18) clusters. In correspondence with
the alternative experimental preparation methods’™7 we
invoked two initial conditions: (i) first condensing the
water molecules around a classical negatively charged
particle with a radius of 5a¢, and subsequently replacing
the classical particle with the electron necklace; (ii) plac-
ing a compact distribution of beads next to an equilibrat-
ed neutral cluster. For the smaller clusters n < 12 a sur-
face state develops rapidly, regardless of the initial setup
of the calculation, while for n=18, (i) and (ii) yield an
“internal” and “surface” state, respectively.

In Table I we summarize the energetic data for the
vertical electron affinity, — A,y =U(e-(H20),)+Kin,
where U is the averaged interaction-potential energy be-
tween the electron and the water molecules, the cluster
reorganization energy, E., and the electron adiabatic
electron affinity, 4, 4 =A. v —E.. The neutral-cluster
reference states were obtained by simulated annealing.
The lowest-energy configuration for each cluster size was
then used to calculate £, (the difference between the in-
termolecular and intramolecular potential energies in the
negatively charged and neutral-cluster configurations).
The energetic stability of the negatively charged cluster
with respect to the equilibrium neutral cluster plus free
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TABLE 1. Energetics and excess-electron charge distribution for (H,O), clusters. All cal-
culations were at 7=79 K, using P=4096 beads for the electron necklace. Energies in
electronvolts, radius of gyration, R, of the electron charge distribution in ao units. U(e-
(H20),) values for the systems are —0.575, —2.03, —2.50, and —4.20 eV from top to bottom,

respectively.

Cluster Aev E. Ae.a R R(BR/2)/ Ry
(H,0)5

Diffuse 0.190 0.136 0.054 10.6 0.28
(H,0) 12

Surface 0.97 0.871 0.136 6.1 0.15
(H,0) 3

Surface 1.31 1.333 —-0.023 5.5 0.14
(H,0) 5

Internal 1.96 2.204 —0.245 4.1 0.11

electron is inferred from the magnitude and sign of A4, 4
(positive values corresponding to a stable bound state).
The bead distributions for the excess electron (Fig.
2) are characterized by the radius of gyration, R}
=3P XY, (r;—r;)?, and the degree of localization
by the complex time-correlation function!® R(z—1t')
=(r(0)—r(")| D2 for t—1'€ (0,8h), yielding the
correlation length %#(Bh/2) (Table 1), which for a free
particle is denoted by 7€f=\/§kr/2, where Ar is the
thermal wavelength of the particle. All calculations
were at constant temperature with the velocity form of
the Verlet integration algorithm.2%2!

From these results we assert that there is a remarkable
quantitative difference between internal and surface

FIG. 2. Cluster configurations of (H20),, via quantum
path-integral molecular-dynamics simulations. Colored balls,
large and small, correspond to oxygen and hydrogen, respec-
tively. Colors of balls are chosen for visual perspective. The
blue dots represent the electron (bead) distributions. Shown at
the center is (H,O)s , for a static molecular configuration as in

Ref. 13. From top right and going counterclockwise: (i)
diffuse surface state of (H,O)s ; (ii) surface state of (H20)3;
(iii) surface state of (H;0)3, and (iv) internal state of
(H20) 5.

states of the excess electron in water clusters. The value
of E, is considerably lower for a surface state than for an
internal state insuring relative energetic stability of the
former (Table I). As is apparent for (HyO)g, A,y is
considerably higher (and outside the range of the experi-
mental values) for the interior state; however, the high
value of E. results in 4, 4= —0.245 eV, precluding a
stable internally localized state. On the other hand, for
the electron surface state of (H,O) g the value of A, 4 is
closer to zero (and the value of A,y is in the range of
measured values), favoring this mode of localization.
For (H,0); (Table I and Fig. 2), only a surface state is
found. Finally, for (H,O)g , a very small electron bind-
ing energy is found and the state is characterized by a
diffuse charge distribution (Fig. 2 and Table I).

From these results we conclude as follows: (1) The
electron-localization mode in (H,O), clusters involves
the formation of a surface state. (2) The onset of elec-
tron localization in a tightly bound state in (H,0),
clusters is exhibited for n> 8, in accord with experi-
ment>’ (n>11). (3) The vertical electron binding en-
ergies for the cluster-electron surface state in (H,O);
and (H,0)g (Table I) are in adequate agreement with
the experimental photoelectron spectroscopic data.® Ad-
ditionally, A4, y rises sharply in the range n =8-12. For
the (H,O)g cluster the diffuse nature of the excess-
electron distribution could lead to a large collision-
induced electron-detachment cross section, which may
account for the absence of n <11 clusters from the ex-
perimental spectra.’>~7 Considering the complexity of
the system, statistical uncertainties, and those implicit in
the model interaction potentials, we are encouraged by
our results which provide a consistent energetic and
structural picture of electron localization in small water
clusters.

We have demonstrated the prevalence of the surface
localization mode in (H,O), clusters, which is qualita-
tively different from the localization mode of the hydrat-
ed electron in the bulk. Consequently, we infer that
long-range attractive interactions play an important role
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in electron localization in the bulk. In this context we
conjecture that the striking difference between the lowest
coordination number for electron localization in water
(n=11) and that in ammonia (n= 35) clusters may
originate from a weaker electron-molecule interaction in
ammonia, which renders the surface state unstable in
(NH3), for small n. Consequently, localization may re-
quire in this case the buildup of long-range attractive in-
teractions thus resulting in large coordination numbers.
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FIG. 2. Cluster configurations of (H;O), , via quantum
path-integral molecular-dynamics simulations. Colored balls,
large and small, correspond to oxygen and hydrogen, respec-
tively. Colors of balls are chosen for visual perspective. The
blue dots represent the electron (bead) distributions. Shown at
the center is (H20)s, for a static molecular configuration as in
Ref. 13. From top right and going counterclockwise: (i)
diffuse surface state of (H,0)g; (ii) surface state of (H,0)3;

(iii) surface state of (H,O);5, and (iv) internal state of
(HzO)l—s



