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Study of Fuel-Pusher Mixing in Laser-Driven Implosions, Using Secondary
Nuclear Fusion Reactions
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Ablative implosions of glass microballoon targets driven by twelve 0.53-pm laser beams have been
studied by use of secondary DT and D 'He fusion reactions in an initially pure deuterium fuel. The tri-
tons and 'He nuclei are products of primary DD fusion reactions. Comparisons with results of a hydro-
dynamic simulation indicate that collisional energy loss for these primary fusion products is strongly
enhanced by fuel-pusher mixing taking place during the implosion.

PACS numbers: 52.50.Jm, 25.55.—e, 52.70.Nc

A current topic of interest in studies of high-density
compression for inertial-confinement fusion is the stabili-
ty of shell targets during implosions. Nonuniformity of
laser irradiation and/or hydrodynamic instabilities may
seriously limit the compressed fuel density by fuel-pusher
mixing or, in a moderate case, nonuniform compression.
Some direct evidence of fuel shape deformation has been
observed by a-particle imaging. ' However, to date no
experimental study of fuel-pusher mixing has been car-
ried out. In this Letter we present results of charged-
particle energy-loss measurements in the compressed fuel

by use of secondary nuclear fusion reactions. This
method permits a study of fuel-pusher mixing in dense,
compressed fuel.

Simultaneous yield measurements were carried out for
primary DD neutrons, secondary DT neutrons, and
secondary D He protons generated in an initially pure
deuterium fuel. The tritons and He nuclei are first gen-
erated by primary DD reactions. Throughout this work,
it is assumed that the yields of DD neutrons and DD
protons are the same. After the tritons and He nuclei
suAer significant energy loss in the fuel, the DT cross
section increases from the value at the triton birth ener-

gy (1.01 MeV) to a peak value at 0.17 Mev. In con-
trast, the D He cross section decreases (except for a
small initial increase) with decreasing He energy from
the value at the He birth energy (0.82 Mev). There-
fore, the yield ratio of the secondary D He protons to
the secondary DT neutrons Yqp/Yz„becomes a direct
function of the energies of tritons and He nuclei after
their escape from the fuel. This ratio is only weakly
dependent on fuel temperature and density. The calcu-
lated behavior of Y2~/Y2„as a function of the escaping
triton energy ET is shown in Fig. 1. For this calculation
it was assumed that primary fusion products are uni-
formly produced in the spherical fuel with uniform tem-
perature and density profiles. Since the escaping tritons
have a broad energy distribution in this model, a charac-
teristic triton energy is calculated for tritons traversing
one fuel radius. For the energy-loss calculation, we used

a standard expression for the charged-particle stopping
power in a fully ionized plasma.

With the triton energy known from this ratio, the fuel
areal density and the electron temperature can be deter-
mined from the yield ratio of the secondary DT neutrons
to the primary DD neutrons Y2„/Y~„. This is shown in
Fig. 2. For a given escaping triton energy, the yield ratio
Yq„/Yt„can be shown as a function of the fuel areal
density [Fig. 2(a)] and of the electron temperature [Fig.
2(b)]. [In this calculation, the electron temperature
range was limited between 0.1 and 10 keV, resulting in
the termination of the curves in the middle of the graph
of Fig. 2(a).]

If fuel-pusher mixing takes place, the energy loss is
enhanced by enrichment of the charged-particle density
in the fuel. Since the fuel areal density pDR can be
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FIG. 1. Yield ratios of secondary D He protons to secon-
dary DT neutrons as a function of the triton energy after
traversal of one fuel radius for T,tt=0. 1 keV (dashed line),
T,tt= 1 keV (solid line), and T,tt=10 keV (dotted line). Den-
sity dependence is negligibly small for po =0.1 —10 g/cm .
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F'IG. 2. Yield ratio of secondary DT neutrons to primary DD neutrons as a function of (a) fuel areal density and (b) eA'ective
electron temperature for po =0. 1 g/cm (solid line) and po =1.0 g/cm (dashed line). The parameter is the escaping triton energy.

TABLE I. Experimental conditions.

Outer Wall
Target diameter thickness
name (pm) (pm)

Deuterium
pressure

(atm)

Laser Pulse
energy width

752
715

2.03
2.05

13
13

5.9
6.7

0.8
0.8

determined even with mixing taking place, the electron
temperature determined above may be regarded as an
"efrective" temperature, T,g. This temperature together
with the p~R value characterizes the energy loss. In the
following, we show that the observed efTective tempera-
ture is much lower than results of hydrodynamic simula-
tion, thereby indicating that fuel-pusher mixing takes
place.

Experiments were performed at the twelve-beam Nd-
doped glass laser facility, Gekko XII, at Osaka Universi-
ty. Experimental conditions are summarized in Table I.
Targets were glass microballoons filled with pure deu-
terium gas plus —0. 1 atm residual gas (mainly nitro-
gen). Surface roughness of the targets was nearly 0.02
pm for wavelengths of the order of the shell thickness.
The targets were irradiated by 0.53-pm laser radiation
having a Gaussian pulse shape of 0.8 ns duration (full
width at half maximum) focused through f/3 lenses.
The laser foci were positioned beyond the target center
by 5 times the target radius in order to reduce the irradi-
ation nonuniformity. The standard deviation of the laser
intensity distribution on the target was approximately
25% of the average intensity.

To measure the yield of the secondary DT neutrons,
we used a time-of-tlight (TOF) detector ' located 1.1 or
1.5 m from the target. In addition, a Na activation
counter was used. (The Cu activation counter used in
Refs. 3 and 4 was not used in this study because of un-

certain background measurements. ) For D He proton
detection, CR-39 nuclear track detectors were used.
The lowering of the observed D He proton yield because
of collisional energy loss in the target is negligible for
a fuel areal density of =1 mg/cm (see Table II) and
a pusher areal density of =9 mg/cm (observed by
pusher-activation method for the same experimental con-
ditions as those in this study but with use of DT fuel ).
These detectors were absolutely calibrated to + 14%
(CR-39), + 15% (TOF), and + 3% (Na activation) ac-
curacy. The uncertainty due to the angular distribution
of the secondary reaction products was estimated ' to be
roughly + 30% by the use of two CR-39 detectors and
two neutron detectors positioned at different viewing
directions. Uncertainties including statistical errors, etc. ,

were calculated for each result. The primary DD neu-
tron yield was measured with an absolutely calibrated
Ag-activation counter' (uncertainty is +6%, —9%).
Fuel ion temperatures were also measured with a neu-
tron TOF spectrometer located 16 m from the target.
Time-integrated x-ray images of the target were moni-
tored by x-ray pinhole cameras having response to 2-3-
keV x rays. Strong x-ray emission from the fuel region,
as well as from the stagnated pusher region, was ob-
served (not shown here).

A benchmark test had been carried out to confirm
that the experimental apparatus was working properly.
There, the secondary yield ratio of Yq~/Yq„=2 had been
observed for a thinner target (1.3-pm thickness). This
Y2~/Yq„value is consistent with the theoretical predic-
tion of Yq~/Y2„=1. 6 for a small energy loss of the tri-
tons (see Fig. 1). (The small energy loss in the bench-
mark test is probably due to a higher temperature, lower
areal density, and/or less violent mixing, which may be
explained by a decreased in-Aight-aspect ratio due to
shell preheating. )

Experimental and calculated results are summarized
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TABLE II. Experimental and simulation results. The latter are in the square brackets. Y]„, primary DD neutron yield; Y2„,
secondary DT neutron yield; Y2~, secondary D He proton yield; ET, escaping triton energy; ppR, fuel areal density; T,&, efIective
electron temperature (see text); T„]„calculated electron temperature by simulation; T;, ion temperature.

Target
name Yl„

1. 1 x 10"
[1.9 x 10"]
6.4x 10

[2.6x10' ]

Y2„

(1.4 ~ O. S) x1O"

(7,3 ~ 2, 6) x 10

Y2p

(4.4 ~1.S) x1O'

(S.2+ 1.8) x 10'

F.T
(MeV)

0.58 ~ 0.11

0.76 —+II I2

]opR
(mg/cm')

0.87 w 0.20

[s.1]

1.1+("
[s.6]

Tetr [Tcalc]
(keV)

0 30-+II"

[1.9]

Ti
(keV)

4.7 + 0.9
[3.2]

5. 1 + 1.0

[3.s]

in Table II. In contrast to the benchmark result, the
yield ratios Y2~/Y2„are lower than unity. For target A,
values for E~ as well as pDR and T,ff are also shown in

Figs. 1 and 2 by data points. Uncertainties for these
values were calculated by the variation of values for Y2„
and Y2~ within an ellipse on a Y2~- Yq„plane with radii
equal to their uncertainties. The uncertainty of Y&„was
insignificant. For target 8, a higher T,g value arises
partly as a result of the larger laser energy and the
smaller target mass.

Observed efiective temperatures were compared with
results of our one-dimensional Lagrangean hydrodynam-
ic code H I M ICO with use of a flux limit factor of
f=0.05. The simulation results of fuel areal density and
electron and ion temperatures which are listed in Table
I I were calculated at the peak thermonuclear burn.
Measured ion temperatures are only slightly higher than
the calculated results (averaged by weighting of neutron
yield from each Lagrangean mesh). But the eAective
temperatures are much lower than the calculated elec-
tron temperature (averaged over total electron number
in the fuel) by factors of 13 and 6.3 for targets 2 and B,
respectively. This discrepancy indicates an enhanced en-
ergy loss of the tritons.

We considered several possibilities for the electron-
temperature discrepancy. Contribution of the originally
mixed residual gas to the energy loss was calculated to
be only =5% of the deuteron contribution. An amount
of deuterium remaining within the glass material was
negligibly small to affect the secondary-reaction yields.

It is unlikely that the calculated electron temperature
is seriously overestimated. For example, in target 2 the
calculated electron temperature for underestimated flux
limitation of f=0.02 was still 7.3 times higher than the
observed eflective temperature.

It is possible that the electron temperature was overes-
timated by incorrect prediction of the peak burn time. A
lower electron temperature is expected if peak burning
occurs near the time when the shock wave in the fuel
first collapses at the target center. However, when we
calculated the electron temperature at the shock collapse
time, the value was sti11 6.5 times higher than the

effective

temperature.

It is also unlikely that the observed effective tempera-
ture is too low because of uncertainties in the model as-
sumptions. We considered the central spark model,
where the primary fusion products are generated at the
center of the fuel. This model yields a lower experimen-
tal value for T,p, making the discrepancy even larger.
Furthermore, addition of a nonuniform temperature
profile having a peak at the target center also yields a
lower T,~ value.

The electron temperature discrepancy could arise from
the theoretical uncertainty of electron-ion Coulomb loga-
rithm lnA in the energy-loss calculation. However, this
uncertainty is estimated to be only of the order of
I/]nA= —,

' even for the largest uncertainty case (target
4 ) and is too small to explain the discrepancy.

The enhancement of the energy loss due to fuel shape
deformation is possible only if most of the primary prod-
ucts are generated in convex regions of the fuel, and then
pass through the pusher to react with deuterons in other
convex regions. This situation is unlikely to occur, be-
cause from a geometrical consideration only a small
amount of the primary products can doubly pass the fuel.

Therefore, the reduced effective temperature is most
likely due to fuel-pusher mixing. This mixing also ex-
plains the lower areal density and DD neutron yields
compared to the simulation results (see Table II). Ob-
served x-ray emission from the fuel region further sup-
ports this conclusion.

The irradiation nonuniformity of =25% in this experi-
ment can cause a fuel-radius variation having an ampli-
tude of the order of the mean fuel radius of =100 pm.
This radius was estimated from the observed fuel areal
density. The amplitude may be large enough for the
pusher to be mixed with the fuel. To estimate a shell
thickness perturbation grown by Rayleigh-Taylor (RT)
instability, we assume that the initial perturbation is
amplified until the amplitude is equal to the shell thick-
ness and then RT spikes fall freely in the frame of the
accelerated shell. For the most sensitive wavelength (ap-
proximately equal to shell thickness), the initial surface
roughness of =0.02 pm in this experiment may be in-
creased to an amplitude of the order of the fuel radius.
(We used the RT growth rate reduced from a classical
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value by a factor of =2. ' ' ) This amplitude then sets
an initial perturbation of further instability in the shell
deceleration phase. It appears, therefore, that the en-
hanced energy loss is due to fuel-pusher mixing originat-
ing from irradiation nonuniformity and/or RT instabili-
ty.

It would be worthwhile to estimate a degree of the
fuel-pusher mixing. Such mixing may be characterized
by a fuel purity, X—=po/p„„given by the ratio of deute-
ron density to total fuel density, including pusher mass
mixed in the fuel. In addition to the previous assumption
of the uniform temperature and density profiles, it is as-
sumed that the fuel purity is also spatially uniform.
Since the energy loss is due mainly to Coulomb collisions
with electrons, this loss is approximately proportional to
pDR lnA/XT, , where T, is "real" electron temperature.
Therefore, the method using secondary fusion reactions
yields an experimental value for XT, t /lnA. The un-
known temperature T, may be estimated by the further
assumption that electrons with density nD and the tem-
perature T„1, (simulation result) are rapidly cooled by
the cold pusher electrons having density Znz, then T,/
T„1,=nD/(nD+Zn~) =A'. Under these assumptions, the
purity is estimated to be 0.25 ~0.04 and 0.36 —+00& for
targets A and B, respectively.

In conclusion, charged-particle energy loss measured
by the use of secondary fusion reactions was found to be
strongly enhanced in comparison with results of hydro-
dynamic simulation. This enhancement arises from
fuel-pusher mixing which reduces the fuel mass purity to
roughly 30%.
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