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Double Ionization of Helium by Protons and Antiprotons in the Energy Range 0.30 to 40 MeV
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We present an ab initio calculation of the double ionization of helium by protons and antiprotons, us-
ing the forced impulse method. Cross sections are larger for antiprotons than for protons, in accord with

recently reported experimental results.
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The production of high-energy beams of bare ions of
increasing charge has given atomic physicists the unique
opportunity to change the coupling constant in nontrivial
reactions and much has been learned. The report! of the
acquisition of a beam of MeV/u antiprotons at the
CERN Low Energy Antiproton Ring has been eagerly
anticipated by theorists anxious to demonstrate the va-
lidity of their calculational methods in this negative
coupling-constant regime.? Electron beams have been
available for many years, and interesting differences be-
tween cross sections for the double ionization of helium
produced by high-energy electrons and by protons travel-
ing at the same speed have been observed.>* But as
these differences had no convincing immediate interpre-
tation there was always the possibility that perhaps the
relevant parameter being varied was the mass of the pro-
jectile and not the charge. The recently reported an-
tiproton results indicate that to a large extent a high-
energy electron is equivalent to an antiproton moving
with the same speed. Though there are anticipated
differences at lower energies between cross sections pro-
duced by antiprotons and electrons, the first point of in-
terest is that at high energies antiprotons and protons
have now been shown to give different cross sections.
Furthermore, the cross section for the double ionization
of helium is bigger for antiprotons, eliminating the obvi-
ous first guess that charge transfer might play a role in
the cross section for protons. Not only would this give
the opposite result to that found, but both measured and
calculated charge transfer cross sections® indicate very
little flux in this channel above 1 MeV/u.

There is a second and perhaps even more important
challenge. At extremely high energies, greater than 20
MeV/u, the double ionization cross section, calculated as
the sequential single removal of two independent elec-
trons, is an order of magnitude less than the data.
Another mechanism has therefore been invoked* called
shakeoff. Here only one electron is supposed to be sud-
denly ejected by a primary collision with the projectile.
The other is left in a single-particle orbital appropriate
to neutral helium when in fact the system is singly ion-
ized helium. The subsequent collapse of the wave packet
to the appropriate linear combination of stationary states
of the singly ionized helium system produces ionization.

This mechanism is important in the double ionization of
helium by energetic photons and in that context is well
understood. However, the ejected electron in a high-
energy ion-atom collision moves rather slowly away from
the atom. Thus the shakeoff limit is not applicable and
gives a cross section predicted to be an order of magni-
tude higher than that observed.*

This Letter reports on the results of a method® devised
to accurately solve numerically the collision of a bare ion
with a correlated many-electron atom. It is called the
forced impulse method (FIM). Using it we can only
reproduce the absolute value of the experiments to
within 35%, but that is probably because the calculation
only has s and p waves included for each electron. We
do, however, obtain higher cross sections for antiprotons
than protons, though the difference is not so great as has
been observed.

At the high energies of interest here the projectile and
atomic nuclei can accurately be assumed to travel past
each other on straight-line paths and provide a time-
dependent perturbation of the electrons in the system.
The infinite spectrum of electronic eigenstates can be ap-
proximated by a finite set of pseudostates’; they are
eigenfunctions of the unperturbed Hamiltonian projected
onto a truncated Hilbert basis space. Transitions be-
tween these pseudostates are calculated by the integrat-
ing out of time-dependent coupled equations. Typically,
for a single-electron system, a total of sixty s, p, and d
target-centered pseudostates are needed to obtain accu-
rate transition amplitudes. Projectile states are not
needed if charge transfer is unimportant.® If, as has
been almost universal practice, the electron-electron in-
teraction is replaced by some average effective single-
particle potential, then many-electron systems can be
solved in the same way by formation of a determinant of
single-particle orbitals each with a different initial start-
ing condition.” This method yields answers at least an
order of magnitude too small for the double ionization of
helium at high energies.* If the electron-electron force is
retained one can expect that the square of the number of
pseudostates, approximately three thousand, is needed
for convergence in a connected two-electron calculation.
It is a formidable task to integrate directly such a large
system of coupled equations. This is the problem that is
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addressed by the FIM.®

If the projectile is moving very fast then the target
electrons have no time to sense any binding forces before
the collision is over. The collision can be accurately de-
scribed with the impulse approximation.'® Correlated
systems are easily treated as the electron-electron force
enters only through the initial or final state. The FIM
provides a systematic method of extending the validity of
this method to lower energies. It chops the time develop-
ment of the system into segmented pieces chosen short
enough that the electron-electron force may be neglected
during the time evolution within each time segment. Ini-
tially, at time ¢, the beginning of a segment, the system
is in one of a complete set of unperturbed fully correlat-
ed states. During each time segment it is allowed to de-
velop as an independent-particle system. Before this ap-
proximation has time to become poor, at time ¢;, the sys-
tem is allowed to collapse back into a linear superposi-
tion of unperturbed correlated states.

The algorithm we have used is

t .
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Here the label B refers to the pseudostates obtained by
diagonalization of the full unperturbed two-electron
Hamiltonian. The label a refers to the independent-
particle model pseudostates, i.e., the two-dimensional
determinant produced by diagonalization of the separa-
ble two-electron Hamiltonian with the electron-electron
force turned off. The af are the time-independent ampli-
tudes for the expansion of the f states in the a represen-
tation. If we represent the energies of these pseudostates
by &, then

A=gg—gg—€qt g,

This is an off-energy-shell effect which simply reflects
the fact that though there may be admixtures of a states
in the B states they propagate with the energy &g.

The complete collision is described by a product of
consecutive segment U matrices. The characteristic
computer time needed to find the integrand for each seg-
ment is that of a single-particle problem, not a many-
particle problem. The integration, however, is still time
consuming. And, of course, if the length of each seg-
ment is as short as the time interval needed to integrate
out the single-particle system nothing has been gained.

For the system at hand we tested the FIM at 7
MeV/u. Using a small basis set we first solved the cou-
pled equations by direct integration. We then used the
FIM correlated at three points: initially at the start of
the collision, at the distance of closest approach, and
finally at the end. Satisfactory agreement between these
two methods was obtained. In the rest of this work this
three-stage formulation was used from 0.30 to 40 MeV
without further study of its convergence in the number of
steps. More details of the method are given in earlier
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work.®

In the single-electron system a positive-energy pseudo-
state can be identified unambiguously as representing a
group of ionized states with energy centered at the pseu-
dostate energy. With this interpretation ionization is
easily calculated by summation over positive-energy
pseudostate transition probabilities. In a two-electron
system no such clear identification is possible for a pseu-
dostate with energy above the two-electron ionization
threshold because of the energy degeneracy of the single-
and double-ionization spectra. The FIM may have
solved the problem of determining the collisional ampli-
tudes for transitions between pseudostates but these am-
plitudes are useless without a reliable interpretation of
what the states represent.'!

A way to proceed is first to construct, numerically,
specific single- or double-ionization channel wave func-
tions over some appropriate energy range and then to
project these onto the calculated FIM wave function.
Unfortunately, the single-ionization cross section at high
energies is 2 to 3 orders of magnitude greater than the
double-ionization cross section. A small numerical error
in the double-ionization wave function will inevitably in-
troduce a random amount of single-ionization wave func-
tion into it. When one uses this to project out the hoped
for double-ionization amplitude a small amount of
single-ionization amplitude is picked up. This leads to
numerical instabilities which we could not eliminate and
still keep the underlying single-particle basis small
enough for a numerically practical calculation.

The method we finally applied was to construct a com-
plete set of single- and double-ionization channel wave
functions at each two-particle pseudostate energy. Each
pseudostate was then reexpressed as a sum of partitioned
single- and double-ionization channel states, by use of a
method especially designed for projected channel wave
functions which will be described more fully in a
lengthier publication. This partition was inserted into
the U matrix algorithm described above. Thus with each
B state now written as a sum of single and double parti-
tions, B° and B9 the U matrix for double ionization is
given by

Uﬂdﬂ(oo, - °°) =Zﬂ'Uﬂdﬂ'(w’0)Uﬂ’ﬂ(0‘ - °°)
The motivation for this approach is that it is numerically
more accurate to calculate a small Ugg directly by in-
tegration than to try to extract it from a knowledge of
the (possibly large) Ugg by projection.

In the three-stage formation described here we had to
integrate only the positive time segment; we exploited
time-reversal symmetry to infer the negative-time-
segment U matrix.

The results of our calculation of the ratio, R, of double
to single ionization for protons and antiprotons are
presented in Fig. 1. We generally limited the basis to
nine states for each single-particle angular momentum



VOLUME 58, NUMBER 6

PHYSICAL REVIEW LETTERS

9 FEBRUARY 1987

ENERGY (MeV/amu)

FIG. 1. The ratio R between double- and single-ionization
cross sections for p 7, p ¥, and e ~ colliding with He. The solid
curves labeled p* and p ~ are our calculations for these projec-
tiles, scaled by 1.35 as described in the text. The closed sym-
bols are for p = and e ~. The antiproton data are due to An-
dersen et al. (Ref. 1), squares with error bars. The electron
data are due to Adamczyk er al. (Ref. 12), circles; Nagy,
Skutlartz, and Schmidt (Ref. 13), triangles; Schram, Boer-
boom, and Kistemaker (Ref. 14), inverted triangles; and
Stephen, Helm, and Mirk (Ref. 15), lozenges. The open sym-
bols are proton data due to Andersen et al. (Ref. 1), squares;
Knudsen et al. (Ref. 16), triangles; Shah and Gilbody (Ref.
17), circles; and Puckett and Martin (Ref. 18), lozenges.

quantum number, /, and each azimuthal quantum num-
ber, m, We also limited ourselves to s and p states only,
so that there are 36 single-electron orbitals. Angular
momentum coupling leads to two-electron symmetries of
15, 1pe 1p° and 'D that couple via the collision to the
IS ground state. The single-particle orbitals used to con-
struct the two-electron states were taken to be of definite
time-reversal symmetry, so that this symmetry could be
exploited. This leads to 423 two-electron S states. Con-
vergence studies were then carried out at various ener-
gies with use of eleven states for each / and m, which
yields 627 two-electron B states. Numerical stability
against this change was established at the 2% level for R.

Experimentally R appears to be a constant at high en-
ergies and independent of the sign of the projectile. The
FIM calculation we performed gave R with the same
characteristics but it was some 35% lower than the ob-
served value. We tentatively assign this discrepancy to
the absence of d states in the single-particle basis. So in
Fig. 1 we multiplied all our results for R, both for p*
and for p~—, by the same factor of 1.35, to allow one

more easily to compare our calculated p *,p ~ difference
to that observed experimentally. We emphasize again
that sudden-approximation calculations, appropriate to
shakeoff in high-energy photon ionization, give a value of
R that is a factor of 10 larger than the R we calculate
and that is observed experimentally for these col-
lisions.>* Ours is the first ab initio calculation of R ap-
propriate to ion-atom collisions, even in the high-energy
limit.

As Fig. 1 shows, proton-impact results from scveral
different groups are in rather good agreement with each
other. Similarly, the e ~-projectile results from various
groups are in reasonably good agreement with each oth-
er. The downturn in R for e = below the equivalent pro-
ton energy of 1 MeV/u is due to approach to the
double-ionization threshold energy at 79 eV electron en-
ergy, which is 0.145 MeV/u. The very recent p = data
from Andersen et al.! are in fair agreement with the e ~
data for energies well above the e ~ threshold.

As the energy is lowered there is a marked difference
in our calculated R for protons versus antiprotons that
comes almost exclusively from differences in the double-
ionization cross sections for the two projectiles. Though
this difference is of the right sign it is not as large as ex-
perimentally measured. Once again this may be due to
the absence of d states in the single-particle basis. If the
effect is due to a low-energy electron-electron correlation
then we might expect high angular momentum to be im-
portant as the single-particle basis attempts to mock up a
two-body effect. Indeed we may eventually have to put
functions of the displacement vector rj; between the two
electrons into the basis set to reproduce the experiment.

Nevertheless, this first application of the FIM to this
practical problem encourages the belief that significant
progress can be made in the study of ion collisions with
correlated atoms especially if guided by such stimulating
experimental results.
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