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%e adopt the vie~ that the structure of disordered systems is itself determined by the formation
energy of structural deviations from an ideally bonded network. By developing an equilibrium sta-
tistical mechanical model for disorder ~e predict properties of electronic band tails, defects, defect
densities of states, and impurity doping.

PACS numbers: 71.10.+x, 61.40.+b, 72.80.NI

In the study of solids the usual approach has been to
obtain or assume a structure and then determine elec-
tronic states. This is particularly true in the case of
disordered solids' even though the actual structure of
these materials is not known in detail.

In this paper we present an equilibrium statistical
mechanical model for disordered systems with co-
valent bonding. The central point is that the stucture
itself is determined by the formation free energy of
deviations from an ideally bonded network and of local
deviations in alloy composition. Such deviations in-
duce features of the electronic density of states
(DOS). We consider major features of the electronic
structure —band tails, defect density of states, and
doping —and compare with experimental results on a
Si:H and chalcogenide glasses.

We describe the effective ground state of an amor-
phous material as a perfectly bonded network, having
optimal coordination, ideal bond lengths and bond an-

gles, and uniform alloy composition. The networks of
interest are taken to lie in three-dimensional manifolds
and generally do not fit into flat three-dimensional
space. However, at any finite temperature the ther-
mally excited structural deviations enable a particular
class of ideal networks to lie flat. This class of net-
works (temperature dependent) is the effective (de-
generate) ground state of the material. 2 The elemen-
tary excitations of the amorphous ground state are
both electronic and structural in nature. Generally
there exists a temperature ( T') below which structural
deviations are frozen. We assume that properties of
material deposited or processed above T' can be de-
scribed by equilibrium statistical mechanics. We con-
fine our discussion here to such material.

We assume the electronic density of states of the
amorphous ground state (perfect networks) to have
well-defined energy bands and gapa. This forms the
background on which the contribution of structural de-
viations must be added.

Electronic band tails. In the usual unders—tanding of
electronic band tails, the structure of the amorphous
material is assumed given. Disorder causes local fluc-
tuations in the potential experienced by electrons.
These local fluctuations combine through random

statistics to form electronic bound states with a distri-
bution of binding energies. Direct analysis of this
model yields band tails having the form3 exp(ae'l'),
not the experimentally observed~ s simple exponential
band tails. Modifications6 of the theory have been
developed to account for the discrepancy with experi-
ment.

In our model, where the material structure is
responsive to electronic states, the density of electron-
ic states above the valence-band edge is determined by
the energy required by the system to make a filled
electronic state at an energy e —e„ from the valence
band. Let this energy be F„(e—e„); then the
valence-band tail decays as exp[ —F„(e—e„)/kT ].
We can estimate the behavior of F„(e—e„) by using
the relationship e=F[n] —F[n —1], where F is the
system energy and n is the number of electrons. We
obtain

F„(e—~„)= (1+s„)(e —e„),
where s„ is the fractional change in F[n —1] due to a
structural deviation which raises the energy of the
unoccupied state by e —e„. While s„need not be zero
or independent of e —e„, it is likely to have a magni-
tude less than or of order 1 and higher-order terms in
e —e„do not contribute over decades in the density of
states for small values of kT". We thus obtain the
valence-band DOS as

D„(e)= exp[ —(e —e„)/kT„]; T„= T"/(I + s„).
Similarly, the energy to make an unfilled state below

the conduction band is F, (~ —e, ) = s, (e, —e), leading
to a conduction-band tail exp[(e —e, )/kT, ], where
T, = T"/s, . For many systems, the same structural de-
viations are responsible for lowering of antibonding
states and raising of bonding states. Thus, we write
T, = u T„, where a is the proportionality between ener-
gy differences, 5e, = a&e„.

While the microscopic structure of amorphous ma-
terials is not known, the parameters s and n are likely
to be characteristic of structural variations in general
and thus may be obtained from theoretical calculations
such as of the electron-phonon coupling or electron al-
loy composition coupling. For the case of a-Si:H, us-
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FKJ. 1. ContribUtion of a single defect type to the elec-
tronic density of states in amorphoos systems according to
the model presented here for the case described in the text.

n(Si3, «(+/0), «(0/ —)) =n(Si)(2e i"T +e 'F+& '+ o"i"T +e 'F &+'0 "i"T ),
where the second and third terms arise from defects
which, at T, are charged positively and negatively,
respectively. To illustrate simply the nature of the
resulting density of states, we let the formation energy
be weakly dependent on the transition energies, and
let the effective correlation energy be small. The
resulting density of states is shown in Fig. 1. This
looks like an ordinary density of states with transition
energies separated by an effective correlation energy.
However, the two peaks arise from different dangling
bonds, and material properties differ from positive-
and negative-correlation-energy models. For example,
defects with transitions below p, are negatively charged
and those above tA, are positively charged; however,
the DOS does not change with occupation or excitation
as a negative-correlation-energy system. 7

A long-standing controversy 9 on the sign of the ef-
fective correlation energy of dangling bonds in a-Si:H
has centered on seemingly contradictory detection of
neutral dangling bonds while measurements show neg-
ative dangling bonds with transition energies below
those of positive dangling bonds. 7 Thus, as described
above, our model explains and is consistent with both
experimental results. According to our model, it is
also possible that two different defects with transitions
(+/0) and ( —/0) lead to different DOS below and
above p, . This may explain experiments on chal-
cogenide glasses which suggest an exponential DOS
below p, but also a peak 0.35 eV from tL.' Finally, the
exponential DOS below p, may arise from conventional
band tail states discussed above, or defect states, or
both.

Doping The.—discovery of doping'0 in a-Si:H was
unexpected because of a random network's ability to
satisfy local bonding requirements. ' Suggestions for
explaining the formation of fourfold-coordinated (in-
correctly bonded) impurities have included defect in-
teractions, " amorphous-network structural con-
straints, ' and charged impurity deposition paired to
dangling-bond formation. '3 Several of the ideas of
Adler" and, particularly, Street, ' discussed below, are
suggestive of thermodynamic processes.

The equilibrium statistical-mechanics model we
present provides explicit predictions of the functional
behavior of the doping efficiency and the Fermi-
energy shift and places definite restrictions on defect
formation energies consistent with experiment.

The concentration of defects in equilibrium is

n{A«) =n(A)exp( —[F(A«)+q(p, —p, )]/kT},
where n (Ag) is the concentration of atom A with coor-
dination p and charge q, n(A) is the total concentra-
tion of atom A assumed to be much larger than the de-
fect concentration, and F(Ag) is the formation free
energy at the reference Fermi energy p,o. The chemi-
cal potential is determined by charge neutrality:

gqn(Ag) =n(e ) —n(h+).

%e assume for simplicity that above T the Fermi
energy is far enough from the valence or conduction
bands [with DOS D„(«),D, («) ] to approximate elec-
tron occupation by the Boltzmann distribution. The
Fermi energy and the defect concentrations are (as-

I suming charges q = 0, + 1)

t —t o= (kT/2)in[/no(A, ')+ n, (h+)]/[Xn, (A;) + n, (,-)]
{A')+ (h')]/[$ o(A, )+ o( )]- ",(A, ),

) =
( [Xno(A,')+ n, {h+)]/[Xn,(A;)+ n, (e-)]}tt2„,(,-)

ing a tight-binding model, we studied the effect of
simple distortions on the band edges of crystalline sil-
icon yielding u —0.5. The experimental exponential
decay parameters of the valence and conduction bands
in a-Si:H are T„=500 K, T, =300 K, the ratio of
which is reasonably correctly given by our result.

Defect density of states T.—he density of electronic
states introduced by defects such as wrongly coordinat-
ed atoms depends on their microscopic nature. Here
we focus on the dangling bond in a-Si:H which is ex-
pected to have three charge states (+,0, —). Because
defects can be charged, the number of defects in
equilibrium depends on the position of the Fermi energy (p, ) at T'. p, is determined by material composition and
the value of T'. In this section we treat p, as a parameter; in the following section its value is determined.

The contribution of dangling bonds to the DOS depends on their formation energy as a function of thermo-
dynamic transition energies: F(Si3, «(+/0), «(0/ —) ), where «(p/q) is the defect thermodynamic transition from
charge p to q. Specifically the concentration of a particular dangling-bond type is
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where a 0 subscript indicates concentrations at a refer-
CACC FCImi CACfgg p, o'.

no(&fr) = n(A)exp{ —[F(Agr))/kT],

no(e )=)I deD, (~)e

Dependence on dopant concentrations F.—or definite-
ness we consider n-type phosphorus doping, '" which is
the most studied. A Fermi-energy shift [Eq. (1)] oc-
curs only if the number of positively charged
fourfold-coordinated phosphorus atoms is greater than
the number of positively charged dangling bonds and
holes: F(P4+) ( F(Si3+),p. ti

—e„. Thus, the depen-
dence of the defect and electron concentration on
dopant is

n (Si3 ),n (e ),n (P,+) —n (P)'i'. (2)

p, —po —(kT/2) Inn (P). (3)

To compare with experiment we must include the tem-
perature dependence of p, below the freezing tempera-
ture (T'). Below T" only electronic equilibrium can
be achieved (DOS is fixed). The contribution of de-
fects to the DOS is determined by defect densities at
T'. As a function of impurity concentration three re-
gimes occur. At low doping levels, n(e ) ( n(Si3o),
p rises as —n (P)'i2 due to the neutral dangling-bond
DOS. At intermediate doping levels p, rises logarith-
mically as (kT/2) ln[n (P) ] (the coefficient varies with

An experimentally observed square-root depen-
dence of defect concentration on dopant concentration
has been described by Street, '3 and is consistent also
with the doping model he presented. However, ac-
cording to our model, the creation of dangling bonds
or other structural defects is not fundamentally neces-
sary for the doping of amorphous material. Two limit-
ing cases are possible: (1) n(Si3 ) ( n(e ), and (2)
n(Si3 ) & n(e ). Case (1) corresponds to F(Si3 )
& e, —p, o and is reminiscent of a more usual doping

mechanism where equilibrium is reached between
electron concentration and ionized-impurity concentra-
tion. However, because of the defect formation ener-
gy, the Fermi energy does not follow the behavior of
crystalline systems. The functional dependence of
the Fermi-level shift on dopant is similar for both
electron- and defect-dominant cases. Case (2) in-
volves equilibrium primarily between charged impuri-
ties and intrinsic charged defects and parallels the
model of Street. '3 Recent measurements of excess
electrons'3 indeed favor a larger concentration of dan-
gling bonds than of excess electrons.

Like the defect concentration, the Fermi-energy
dependence on dopant concentration is determined ex-
plicitly. '

TABLE I. Defect formation energies from thermodynam-
ic model analysis of experimental results. p,o is 0.6 eV below
the conduction band.

Defect

Si 0

Si3

p +

Formation energy (eV)

0.7
Q.7 —(p, —p,p)
O.S

Q.Q+ (p, —pp)

temperature as kT/2 and is not fixed at kT"/2 At.
high doping levels p. saturates because it rises into the
P4 transition (+/0) and n (P4+) —n (P)' 2 [Eq. (2)].
These results are consistent with measurements of
LeComber and Spearto on the dependence of conduc-
tlvit'y oil doping.

Compensation. In th—e model presented here, coun-
terdoping always increases doping efficiency. A par-
tially or totally compensated semiconductor, where
doping concentrations are controlled to maintain a par-
ticular Fermi energy, has constant doping efficiency
independent of concentration. For the minority
dopant, the approximation of small defect concentra-
tion can break down and appropriately corrected for-
mulas apply (yielding nearly 100'/p counterdoping effi-
ciency). Several experimental results on compensated
systems'3 confirm the greater doping efficiency
predicted by our model. Directly changing the Fermi
energy at T by annealing under applied voltage im-
proves doping efficiencyt5 and device performance, '6

consistent with our predictions for changes in defect
concentration and doping efficiency.

Defect formation energies. —Interpreted through our
model, experimental measurements of a variety of
doped- and undoped-material properties yield values
for sums or differences of defect formation energies
and electron excitation energies. Results are summa-
rized in Table I. The following measurements were
used to determine the formation energies of Si3, Si3
P4+, P4, assuming a freezing temperature of'5 —425
K: (1) neutral danghng-bond concentration" (in in-
trinsic material) n (Si3 )/n (Si) —10, (2) ratio of
concentrations of doping-induced electrons and dan-
gling bonds' n (e )/n (Si3 ) = 10 ', (3) doping effi-
ciency'3 n (Si, )'/n (P) n (Si) —10 ', and (4) P4 elec-
tron transition energy' e(P4;+/0) —e, —0.1 eV. We
note that the formation energy of the neutral dangling
bond is not too far from simple model estimates' of
1.3 eV or realistic calculations of 0.9 eV per dangling
bond for a vacancy in crystalline silicon. '9

This work was supported in part by National Science
Foundation Grant No. DMR 84-18715. One of us
(Y.B.) is a Bantrell Post-Doctoral Fellow.

Note added. —Additional evidence for defect reac-
tions has been recently found in undoped a-Si:H. o
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