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Measurement of Pp and pp Elastic Scattering in the
Dip Region at Js = 53 Gev
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We have measured the differential cross section for pp and pp elastic scattering at v s = 53 GeV in
the interval 0.5 & gati & 4.0 (GeV/c)2 at the CERN intersecting storage rings using the split-field
magnet detector. The shape of the differential cross section differs significantly between pp and pp
scattering in the region 1.1 & i t i & 1.5 (GeV/c), with Pp data showing a less pronounced dip struc-
ture than pp data.

PACS numbers: 13.85.Dz

Knowledge of the differential cross sections for Pp
and pp elastic scattering is of fundamental importance
in the understanding of hadronic interaction dynamics.
In particular, a difference between the pp and pp cross
sections in the dip region [four-momentum transfer
squared around 1.4 (GeV/c)2] may indicate the pres-
ence of terms in the elastic scattering amplitude which
are odd under crossing symmetry. The recent mea-
surement of the pp elastic differential cross section at
the CERN superconducting proton synchrotron collid-
er by Bozzo et al. ' added interest to this question be-
cause it showed no dip structure. Several theoretical
models2 9 used to explain the structure at collider en-
ergies have widely varying predictions for the shape of
the pp differential cross section at intersecting storage-
rings (ISR) energies. Thus we have extended our pre-
vious measurements of elastic pp and pp scattering'0 to
higher values of the four-momentum transfer squared,
t, which required higher Pp luminosities than had been
achieved previously at the ISR.

Shortly before the decommissioning of the ISR, a fi-
nal Pp run was made. With good performance of the
antiproton accumulator and the ISR, an average lumi-
nosity of 3x 1027 cm 2 s ' in our intersection region
was achieved for a three week period, yielding a total
integrated luminosity of 2.9&& 1033 cm 2. Short com-
parison runs with pp collisions at a luminosity of 103o

cm 2 s ' were made before and after the pp run, al-

lowing us to minimize systematic errors in the compar-
ison of pp and pp elastic scattering. The integrated
luminosity for the pp data was 1.5x 1034 cm 2. We
used the split-field magnet (SFM) detector" with a
two-stage elastic trigger described in our previous
work. to Approximately 4x 106 elastic triggers each for

pp and pp were collected, 90'lo of which were taken
with a modification to the basic trigger to reject elastic
events with gati (0.4 (GeV/c) .

The analysis of the data was done in three steps.
First, the data were passed through a fast filter pro-
gram to reject most of the events with gati (0.46
(GeV/c) 2. Approximately 40'/o of the events
remained after the filter. These were reconstructed
with the standard SFM track-finding and -fitting pro-
gram. Events were kept only if exactly one track with
the appropriate charge was found near the outgoing
beam line on each side with a reconstructed momen-
tum close to the nominal beam momentum. This
selection step rejected all but 30000 (120 000) pp (pp)
events. Finally, to determine more precisely t and @
(the azimuthal angle in the center-of-mass system),
the surviving events were refitted requiring the magni-
tudes of the momenta of the outgoing tracks to be
equal to the beam momenta. After fitting, the t reso-
lution, At/t, was found to decrease with increasing i tl
from 5'lo at its=0. 5 (GeV/c) to 2'lo at its=3.0
(GeV/c)2. The t and @ values for each track were
then calculated and compared. For elastic events in
the final sample, we required the two tracks to have t
values differing by less than 0.2 (GeV/c)2 and
values collinear to 10'.

The acceptance of the apparatus, including the
trigger efficiency, was determined by simulating the
detector response to generated elastic events. These
simulated events were passed through a trigger simula-
tion followed by the same reconstruction chain as used
for the data. For events with gati ( 1.0 (GeV/c), only
those events within @ regions of high acceptance were
used. The statistical precision of the data would not al-
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TABLE I. Values of der/dt in mb/(GeV/c) . Quoted errors include statistical and point-to-point uncer-
tainties arising from the corrections. The systematic scale error is estimated to be +30% for pp and +20%
for pp data.

it/ range

(Gev/c)2

Number
of

(GeV/c) events

PP

cio/dt

mb/(Gev/c)z

Number
of

(GeV/c } event s

PP

4(x/d t

mb/(GeV/c)2

0.50
o. 55
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
1.30
1.4o
1.50
1.60
1.70
1.80
1.90
2.00
2.10
2.00
2. 20
2.30
2.20
2.40
2.50
2.40
2.60
2.70
2. 60
2.90
3.10
3.00
3.30

0.55
0.60
o. 65
O. 70
0.75
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.2O
1.30
1.40
1.50
1.60
1.70
1.80
1.90
2.00
2. 10
2.20
2.20
2.30
2.40
2.40
2.50
2.60
2.60
2. 70
2.90
3.00
3.10
3.30
4.00
3.50

0.623
0.673
0.722
0.772
0.823
0.873
0.924
0.974
1.023
1.074
1.124
1.173
1.243
1.349
1.460
1.546
1.650
1.753
1.844
1.952
2.059
2.148

2.24
2.35

2.45
2.54

2.64
2.81

2.99
3.24

3.39

3240
2103
1509
906
510
436
266
159
177
104

65
27
37
13
1.7
19
19
24
28
28
27
32

(6.33 + 0.36)
(4.12 + 0.24)
(2.39 + 0.08)
(1.45 + 0.06)
(8.48 + 0.42)
(4.53 + 0.24)
(2.71 + 0.18)
(1.e5 + o.14)
(5.91 + 0.75)
(3.47 + 0.49)
(2.16 + o.35)
(8.90 + 1.94}
(6.10 + 1.18)
(2.13 + 0.63)
(2.79 + 0.73)
(3.14 + 0.79
(3.13 + 0.79)
(3.96 + 0.90)
(4.65 + 1.oo)
(4.61 + O. 99)
(4.47 + O. 97)
(5.30 + 1.08)

12
10

(1.98 + 0.61}
(1.64 + o.55)

10
7

(1.64 + O. 55)
(5.7 + 2.2)

13
7

(1.06 + 0.31)
(5.7 + 2.2)

(3.3 + 1.7)

12 (1.98 + 0.61)
13 (2.13 + 0.63)

10
10-2
10-2
10-2
10
10
10
10
10
10
10 4

10
1O-'
10
10
10
10
10
10
10
1O '
1O-5

1O-5
10

10-5
10-5

10
10

10
10-e

10 e

0.523
0.570
0.625
0.674
0.721
0.772
0.822
0.875
0.924
0.973
1.021
1.075
1.125
1.171
1.25
1.34
1.44
1.57
1.66
1.75
1.85
1.93

2.09

2. 27

2.48

2.82

3 ~ 52

475
225
139

98
118

68
45

178
102

53
39
38
28
18
11

9
7
6
5
8
9
6

(1.79 +

(8.55 +

(3.37 +

(2.35 +

(2.o4 +

(1.19 +

(7.13 +

(4.79 +

(2.63 +

(1.45 +

(6.67 +

(6.52 +

(4.81 +

(3.08 +

(9.4 +

(7.7 +

(6.0 +

(5.1 +

(4 2 +

(6.9 +

(7.7 +

(5.1 +

0.13) x
0.73) x
0.74) x
0.53) x

0.22) x
0.16) x

1 13) x
0.44) x

0.30) x
0.23) x

1 27) x
1.25) x

03) x
0.79) x

3.0) x
2. 7) x

4) x
2.2) x

1 ~ 9) x
2.5) x

7} x
2.2) x

10-i
10
10
10-2
10
10-2
10
10
10
10
10 "
10
10 "
10 4

10-'
10
10
10
10
10-5
10
1O-5

12 (5.1 + 1.6) x 10 5

(1.3 + 0.7) x 10

3 (6.3 + 3.7) x 10

(1.7 + 1.2) x 10

8 (3.4 + 1.2) x 10

low this procedure to be used for gati & 1.0 (GeV/c)2.
Instead, we used an average acceptance of 45% given
by the Monte Carlo event simulation. We determined
independently from the Monte Carlo calculation and
by comparing the pp data to previous measurements'2
that the acceptance correction is constant in t to + 10'/o

for i t i & 1.0 (GeV/c) 2. We also corrected the data for
nuclear absorption, which amounted to a 12'/o correc-
tion, independent of t, in our t range. Multiple
Coulomb scattering is negligible in our apparatus in
this t range. In addition, we simulated the background
process, pp pp m

0 with the m undetected, and deter-
mined it to be of negligible importance after the cuts
requiring t and @ matching of the two tracks. After all

cuts we were left with 1713 elastic scattering events
from the pp and 9834 for the pp data sets which were
used for the differential-cross-section calculations.
The normalizations were determined by requiring that
the differential cross sections smoothly match onto
those of our previous experiment. to Including the er-
ror in this matching, we estimate the uncertainty in the
absolute normalization to be +30'/o for the Pp cross
section and +20% for the pp cross section. The rela-
tive normalization uncertainty between our pp and pp
differential cross sections is + 20%.

The measured differential cross sections are given in
Table I and Figs. 1 (pp) and 2 (Pp). The t values given
in the table are the average values from the data in a
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FIG. l. Elastic differential pp cross section at ~z =53
GeV. Only t-dependent errors are shown. The systematic
scale error is estimated at +20%. Included are the low-t
data from our previous experiment (Ref. 10) and the pp data
of Ref. 12.
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FIG. 2. Elastic differential Pp cross section at Js =53
GeV. Only t-dependent errors are shown. The systematic
scale error is estimated at +30%. Included are the low-t
data from our previous experiment (Ref. 10) and the pp data
of Ref. 12.

given t bin. The systematic error on the t scale is less
than 0.004 (GeV/c)2 for both the pp and pp data. To
check for consistency with our previous measure-
ments, 'o we made simple exponential fits of the form
do./dt = a exp(bt) in the range 0.5 & ~~t ~

& 1.0
(GeV/c)2 [0.6 & l ti & 1.0 (GeV/c) ] for pp (pp),
yielding slope values which are consistent with, but
less accurate than, our previous measurements. 'o

The comparison of our pp differential cross section
for itl & 0.8 (GeV/c)2 to a more precise experiment'2
shows good agreement of the shapes of the two data
sets (Fig. 1); however, there is a normalization differ-
ence of 30'/o, which is within the normalization uncer-
tainties of the two experiments. On the other hand,
the pp data (Fig. 2) show a different structure in the
dip region. This is well illustrated in Fig. 3, where we
show the ratio of our pp data to the pp data of Ref. 12
multiplied by the relative normalization factor of 0.71.
Based on a simple X2 calculation, the hypothesis that
the pp and pp cross sections are equal (i.e. , the ratio is
1) in the region 1.1 & ~t~ & 1.5 (GeV/c)2 can be ex-
cluded to the 99.9% confidence level (X2/d. o.f.
=21/5).

&hen we compare the available models to these data
we find that none of them describes the data adequate-
ly. In particular, when comparing to the models which

fit the data of Bozzo et al. and make quantitative pre-
dictions for our energy we find the following: (1) The
model of Bourrely, Soffer, and Wu predicts a pro-
nounced dip at gati =1.2 (GeV/c) which is not ob-
served in the data, (2) the model of Donnachie and
Landshoff7 provides a shape that is in reasonable
agreement with the data but that is significantly too
high in magnitude, and (3) the nucleon valence core
model of Islam, Fearnley and Guillaud9 predicts a
sharp dip at it~ =1.0 (GeV/c)2 and is in strong
disagreement with these data.

In conclusion, we report the first detailed measure-
ment of the differential elastic scattering cross section
for pp in the dip region at Js =53 GeV. A compar-
ison to the pp differential cross section shows a signifi-
cantly different structure in the dip region. This is in
contrast to another recent experiment at this same en-
ergy'3 which, based on much fewer events, found no
statistically significant difference between the pp and
pp data.
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FIG. 3. The ratio of the pp differential cross section from
this experiment to the pp differential cross section of Ref. 12
in the range 0.7 & It i & 3.0 (GeV/c)'. The pp data of Ref.
12 have been multiplied by the factor 0.71 to take into ac-
count the normalization differences of the two experiments.
Only t-dependent errors are shown. The ratio has an overall
uncertainty of +30% due to these normalization uncertain-
ties.
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