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FIG. 1. Experimental arrangemen .ent. C2—C4, trigger
' MWPC1 and MWPC2, multiwire proportionalcounters; M an

CDC, cylindrical drift chamber;
TB1- B10 1-drift chambers; TF1—TF11,

NB1-NB16, iron-scintil-TX3, time-of-flight counters;
S1-S6 scintillation counters.lator sandwich counters;
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products. In the forward and backward directions,
there were two walls of time-of-flight (TOF)
counters, TF and TB. Another TOF counter plane
TX was placed to cover the rather large gap between
DC1 and DC4.

The antineutrons were detected by iron-scin-
tillator sandwich counters NB. An NB module was
20 cm wide and 80.6 cm high, and consisted of
seven layers of 1-cm-thick scintillator interleaved
between iron plates with a total thickness of 24.8
cm. Each module was viewed by two photomulti-
pliers located above and below it. Fifteen NB
modules were arranged on the left with respect to
the beam to measure the antineutron angular distri-
bution. On the opposite side, another module
(NB16) was placed in order to study the effect of
the neutron background, using the pp nn events
in which the antineutron was detected by NB16 and
consequently the neutron hit one of the NB
modules on the left according to the two-body
kinematics. All NB modules were placed behind
scintillation counters (TF or Sl-S6).

The events were triggered by (Cl C2 C3)-C4,
where (Cl C2 C3)- represents the incident p
defined by the counters C1, C2, and C3, and C4 el-
iminated noninteracting p events. This loose trigger
requirement was adopted because the intensity of
the p beam was low (typically 200 p 's per 10' pri-
mary protons at 590 MeV/c) and several reaction
channels were concurrently measured. At each
beam momentum, events were also taken with a
no-bias trigger (Cl C2 C3)- for the purpose of
various checks.

In the analysis, we first examined pulse height
and timing of the trigger counters to reduce the
contamination of the beam by pions to a level of
less than 0.3%. To select the pp nn candidates
we imposed the following criteria: (i) At least one
NB module out of NB1—NB15 should have both
photomultiplier signals having TDC (time-to-digital
converter) information and pulse height of more
than 5 ADC (analog-to-digital converter, LRS
2249W) channels above the pedestal; (ii) no
charged particle trajectory other than the incident
antiproton should exist in the CDC; (iii) there
should be no TF, TB, and/or S hits with timing
compatible with y's from m 's or fast charged pions
(missed by the CDC becasue of inefficiency) pro-
duced by pp annihilation in the target; and (iv)
there should be no pole-face-counter hits.

Figure 2(a) shows the summed pulse-height dis-
tribution of the two photomultiplier signals of all
NB modlules for charged pions and y's coming
from the target, tagged by their fast timing, and that
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FIG. 2. (a) Summed pulse-height distributions of al]
NB counter modules for charged pions and gammas com-
ing from the target, and for 600-700-MeV/c antiprotons.
{b) Summed pulse-height distributions for all NB
counter modules for antineutron candidates at incident p
momentum of 490 MeV/c. The upper histogram was ob-
tained before the timing cut and the lower shaded histo-
gram was obtained after the timing cut. (c) The timing
distribution of NB1 for antineutron candidates at incident
p momentum of 490 MeV/c. A background level is
shown by the dashed line.

for 600-700-MeV/c p 's. These p 's can reach the
second or third iron layer of the NB module, and
therefore their summed pulse-height distribution is
considered to be similar to that of n 's. The
summed pulse-height distribution for the pp nn

candidate events is shown by the upper histogram
(labeled "before timing cut") in Fig. 2(b). Clearly,
these events contain background events with low
pulse height. The origin of this background was
found to be charged pions or y's from n 's annihi-
lated somewhere outside the NB modules (for ex-
ample, a substantial contribution came from the
supporting frame of the NB modules). A timing
cut for the NB counter signal as shown in Fig. 2(c)
almost eliminated this background. Indeed, after
this cut the summed pulse-height distribution,
shown by the lower shaded histogram in Fig. 2(b),
became similar to that for 600-700 MeV/c p's.
The residual background under the timing peak
[shown by the dashed line in Fig. 2(c)] was later
subtracted. If two adjacent modules were hit (30%
of the total events), the module with the higher
summed pulse height was chosen as the hit module.
If two modules not adjacent to each other were hit
(3.4% of the total events), the module with the fas-
ter timing (within the n timing window) was
chosen. A Monte Carlo simulation showed that
about 87% of the events had correctly assigned hit
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modules. Most of the other events had the chosen
module adjacent to the hit module. Only less than
1'/o of the total events had completely wrong hit as-
signments.

The detection efficiency of the NB module for
n 's depends on the following two factors: (a) The
annihilation probability of n 's in the NB module Th. e
absorption length of the n 's in iron is, for example,
10.1 cm at 500 MeV/c (which is estimated from a
recently determined p -nucleus optical potential ),
and more than 90% of n 's annihilate in the NB
module. (b) The energy deposited in the scintillator by
the annihilation products (which is called the visible en
ergy). The event-selection criterion (i) i.e. , the re-
quirement of the TDC information, set a lower lim-
it (or a threshold) to the detectable visible-energy
distribution. In order to obtain the actual value of
the efficiency, the experimental value of this
threshold had to be obtained. This was done by use
of the measured detection efficiency for p 's and
their Monte Carlo-generated visible-energy distri-
bution. The detection efficiency for n 's was then
determined by use of this threshold and the Monte

Carlo —generated visible-energy distribution for n s.
The resulting NB detection efficiency for n 's was
1.67 p + 1.5p + 72.2 + 4/o, where p is the n momen-
tum in GeV/c. The error includes the module-to-
module variation of + 2%, estimated from the
pulse-height distribution for minimum-ionizing par-
ticles.

In addition to the n detection efficiency, the fol-
lowing corrections were applied. As a result of the
event-selection criterion (ii), some pp nn events
were discarded if the incident p was accompanied by
another charged particle, which caused a correction
of +(7+3)%. Other corrections are these: the
beam absorption by liquid hydrogen, + (5.3 +1)—
(9.9 + 2)%, the absorption by other materials,
+ (1+1)%; the contribution from nontarget ma-
terials determined by empty-target runs, —(3
+1)%; trigger bias due to the requirement of C4,

etc. , + (1 + 1)'/o. The total systematic error
amounts to + 8.5% including the overall normaliza-
tion uncertainty of + 5%.

The angular distributions obtained are shown in
Figs. 3(a)—3(e). The error bars represent the sta-
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FIG. 3. (a)-(e) The differential cross sections of the pp nn reaction. The predictions of the Nijmegen model,
boundary-condition model, and Paris model are shown by the solid curves, dashed curves, and dotted curves, respec-
tively. (f) The integrated charge-exchange cross-section data are compared with the data of Hamilton et al.
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tistical errors only. The angular distributions at
390, 490, and 690 MeV/c clearly show the existence
of the forward dip. At 590 MeV/c, there is a
shoulder instead of a dip due perhaps to statistical
fluctuation. At 780 MeV/c, the sharp forward peak
is not seen because of the acceptance limitation.
(The most forward NB module was not installed in
the 780 MeV/c run. ) The positions of the dip are
~t [

—0.017, 0.015, and 0.010 at 390, 490, and 690
MeV/c, respectively. At 780 MeV/c, the dip seems
to be located at ~t ~

( 0.01. These results indicate
that the dip moves toward the forward direction
with increasing beam momentum.

The integrated charge-exchange cross section is
shown in Fig. 3(f) and compared with the data of
Hamilton et al. The error bars indicate the statisti-
cal errors. Our data are somewhat higher than the
data of Hamilton et al. ' except at 590 MeV/c.
However, considering the systematic errors of
+ 8.5% for our data and + 5% for the data of Ham-

ilton et al. ,
' these data are not inconsistent.

Finally, we have compared the differential cross-
section data with the predictions of some NN poten-
tial models: the boundary-condition model, Paris
model, and Nijmegen model. ' In the boundary-
condition-model calculation, the G-parity —trans-
formed Bryan-Scott one-boson-exchange potential"
was used with the boundary radius of r, =0.5 fm.
The calculated pp nn differential cross sections
are shown by the curves in Figs. 3(a)-3(e). All
three models predict the existence of the forward
dip. The position and depth of the dip seem to be
reasonably reproduced by the boundary-condition
model and by the Nijmegen model. ' However,
the Paris model shows better agreement with the
data except in the dip region. As a matter of fact,
none of these models completely explains the
behavior of the data. This indicates the necessity
for fine-tuning the parameters involved in the
models.

In summary, we have presented the pp nn dif-
ferential cross-section data at incident p momenta
between 390 and 780 MeV/c. The existence of the
forward dip has been confirmed over this momen-
tum range. We are grateful to the staff of the Na-
tional Laboratory for High Energy Physics for ex-
cellent machine operation and technical assistance.
We wish to thank Dr. T. Mizutani, Dr. M. La-
combe, and Dr. P. Timmers for sending us their
results of calculation with NN potential models.
Thanks are also due to Mr. Y. Umeda who partici-
pated in the early phase of this experiment.
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