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New Physical Interpretation for Time in Scattering Theory
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We show that the collision time may be interpreted as the time average of a flux-flux
correlation function. This interpretation leads quantum mechanically to a complex time
whose real part is identical to the usual definition as provided by F. T. Smith. The imaginary
part is identical, in the semiclassical limit, to the imaginary time associated with tunneling.

PACS numbers: 03.80.+r

The classical mechanical definition of the dura-
tion of a collisional event is straightforward. One
measures the time it takes the particles to move
from one point in space to another. Quantally, of
course, the uncertainty principle prevents such a
simple determination. However, as shown by
Bohm,! Eisenbud,? and Wigner,? one may extract a
time delay associated with the energy derivative of
the phase shift. For a multichannel collision at en-
ergy E, described by an energy-dependent S matrix
with elements Sj;, the time delay A#; associated
with a transition from initial state i to final state jis

Aty=Rel— it (S,)~'dS,/dE). (1)

This relation is based on a wave-packet analysis,
which shows that the time delay is essentially the
excess time of the collision due to a nonzero poten-
tial.

Alternatively, one may define the duration of the
collision from a kinetic point of view. Given the
density of particles in the interaction region and the
total incoming flux, it is obvious, classically, that
the average time spent by all incoming particles in
the interaction region is just the ratio of the density
to the flux. The density and flux are well defined
quantally, and so we can use this precription to de-
fine a quantal time. In a classic paper, Smith* has
shown that the kinetic definition and the one given
in Eq. (1) are essentially identical. He constructed
a collision lifetime operator Q whose diagonal ele-
ments give the average time delay from a given ini-
tial state. Furthermore, the trace of the operator is
just the excess density of states due to the interac-
tion potential. In recent years, Wardlaw, Brumer,
and Osborne® have generalized Smith’s definition to
general reactive, multichannel collisions.

In a totally different context, there has been
renewed interest in the old question of how much
time it takes a system to tunnel through a potential
energy barrier. The interest in the tunneling time
scale stems from an attempt to understand the ef-

fect of additional degrees of freedom on the tunnel-
ing probability.57 If the time scales of the ‘‘bath’
degrees of freedom are much faster or much slower
than the tunneling time, one could resort to adia-
batic or sudden approximations.?

Recently, in a stimulating paper, Biittiker and
Landauer® 10 have suggested that the relevant tun-
neling time scale is not the time delay as defined in
Eq. (1). Rather, they show that the tunneling time
scale which is important in relation to bath degrees
of freedom is the semiclassical imaginary time ob-
tained from the traversal time on the inverted bar-
rier. They suggest that tunneling is a two-time-
scale process. One is the real time as determined by
Eq. (1); the other is an imaginary time—which is
relevant for understanding the effect of the bath de-
grees of freedom. Stevens!! has suggested that the
imaginary time is just the signal velocity of a wave
packet.

It is tempting to identify Biittiker and Landauer’s
traversal time as

ds,
Sul- B s, @)

i -1 = _
Sy g 2 dE

Semiclassically this reduces to the semiclassical im-
aginary time. However, a physical interpretation of
Eq. (2) is not readily available.

The time shows up in a seemingly totally dif-
ferent context in collision theory. In recent years,
much attention has been focused on the definition
of rate constants and reaction probabilities as time
integrals of flux-flux correlation functions.
Chandler!'? and Grote and Hynes!? have studied the
classical mechanical aspects while Costley and
Pechukas,'* and Miller, Schwartz, and Tromp,!
have studied quantum mechanical properties. Of
course, the time appears explicitly in a correlation
function and it would seem to be reasonable to de-
fine a collision time as the average duration of
correlations. However, it is not clear a priori wheth-
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er there is any connection between such a correla-
tion time and the physical classical or quantal time
delays.

In this paper, for systems with one degree of
freedom, we show that classical mechanically the
time average of the flux-flux correlation function is
exactly the classical collision time. We then show
that the time average of the real part of the quantal
microcanonical flux-flux correlation function is the
usual time as defined by Smith [and Eq. (1)], while
the time average of the imaginary part reduces to
the definition in Eq. (2).

We will deal with a one-dimensional scattering
problem with Hamiltonian

H=p¥2m+ V(x). (3)

The potential ¥ (x) is assumed to have a single bar-
rier with height ¥V, and goes to a constant as
x— *oo (for simplicity, at least as fast as x~2).
The flux F(xg) at point xg is defined classically as

F(x¢) = (p/m)d(x—xq). 4)

The microcanonical flux-flux correlation function

(ffcf) for flux at x; at time /=0 and at x, at time ¢
at energy F'is defined as

C(XI,X2,f',E)

=27k Tr[F(xy () F(x,(0))3(E—H) 1. (5)

For the scattering problem at hand one may define
four different ffcf’s:

C(LE) = Cyp(t,E) + Coo (LE) — Caa(LE) — Cyp (LE).

We will prove that both classically and quantally

Re . dt 1C (1E) = 2mh Trd (E— H). (8)

Classically, for E < V,, clearly Cg,=Cy,=0
while

Cu(tE)= lim [3()—8(t—75], 9

X,—‘ — 0o

where 7F is the time it takes the trajectory initiated
at x; to return to x;, and a similar relation holds for
Cup (t,E). The minus sign is easily seen to come as
a result of the reflection—the flux of reflected par-
ticles is of opposite sign to those of incoming parti-
cles. For E > V), one finds that

Caa(t,E)—_—'Cbb(t,E):a(f)y
(10)
Coo(LE)=Cpp(t,E)= lim 8(t—7f),

X;—* —oo

where 7} is the time it takes the trajectory initiated
at x; to reach x;. Combination of Egs. (6), (7),
(9), and (10) leads!® to the desired result—Eq. (8).

Caa(t,E)= Iln’}) C(X],Xz,[;E), X2=X1+€,
xle—' — oo
Cab(t,E)': Ilm C(xl,xz,t;E),
X1=—* —oo
x;—" + oo
(6)
Cpp(LE) = lirr}) C(xyx,6,E), x1=x,—¢,
x;—* + oo
Cba(t,E)= lim C(Xz,xl,t;E).
Xy~ —oo
x;—' + oo
I Finally one may define a global ffcf
(7

f
Deriving the same result quantally is straightfor-

ward but more tedious. Quantally, the flux operator
is defined as

F(xo) = +1(5/m)s (& = xo) +8(% = x0) p/m],
(11)
where X,p are the position and momentum opera-
tors. The flux operator at time ¢, F(x((?)), is given
in the Heisenberg representation as

F(xg,1) = M (xy) e~ HIE 12)

With this notation the definitions of the ffcf’s given
in Egs. (5) and (6) hold also quantally. To proceed,
we note that the Hamiltonian H has a set of eigen-
functions Y, (x), at energy E =#2k?/2m, normalized
such that

fldxwk(x)w;,(x)=a(k'—k),
o 13)
f_mdk Ur(XDPr(x) =8(x"—x).

—1 We use the notation

Wyl FOOl 2y =FU (0, i=+, =,
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One may now write the ffcf explicitly as

C(xy,x3,t,E) = %exp(ikzr)j; dk’ exp(— ik"r) j_; _F,i'l'k ) Bl (xa). (15)
i=t -

Here the reduced time 7 is defined as r=#¢/2m. To prove Eq. (8) one needs the following (standard)
results:

f:dt texpli(k*— k') 7rl=— Qm/m)[(k*— k'?) "2+ in(d/dk?) s (k2 — k'?)], (16)
F,i'{k(xz)—F,’c'{k(xl)=ﬁi/2m(k2—k’z)j;jzdxd;;f(x)llf,{(x), Lj=+,—=5—, +. 1

Equation (17) may be obtained by first taking the position derivative of F,i',j k(x), using the Schrodinger
equation for s, explicitly, and then integrating. We also need the algebraic identity

Fk;k(XI)Fkkl(xz) +Fk,k(x2)Fkk;(x1) = |Fk1k(xl)|2+ le:k(x2)|2

- [Fk/k(X2) - Fk'k(xl)][Fk,k'(xz) - Fkk/(xl)]. (18)
Equations (15) and (16) imply that
Rej:odt t[C(X],Xz,t',E) + C(Xz,xl,t;E)]
2
i ;T_:f (R kD ((Fy () By () + By _ () F_, ()] +ee). (19)

Note though that £}, = F,, ;; thus one may use Eqs. (17) and (18) to find that
Rej:dt tIC (x,x0,6,E) + C(xp,x1,t;E) | = wk (m /K2 k) {j;lzdx[ltl/k(x) 124+ [y ) |21

+Rej:°dtt[C(x1,x1,t;E)+ C(xy,x9,1,E) 1. (20)

Equation (8) follows immediately.

We have thus shown that the time average of the real part of the microcanonical ffcf reduces to the usual
definition for the collision time. Of course, classical mechanically, C(tE) is real. However, quantally the
ffcf is complex so that one may evaluate the time average of the imaginary part. To do so we first note the
following identity:

ReJ:odt C(x1,x,t;E) =7 2wk Tr[ F(x)8(E — H)F(x,)8(E— H)1=N(E), 2n

which is easily obtained by direct integration of the quantal version [cf. Eq. (12)] of Eq. (5). One may take
the derivative of Eq. (21) with respect to either x| or x; to see with the aid of Eq. (17) that N(E) is truly in-
dependent of x; and x,. Furthermore, for x; = x,, Miller, Schwartz, and Tromp'® have shown that N (E) is
just the transmission probability at energy E. Thus, Eq. (21) is an expression of flux conservation—the net
flux passing a point integrated over all time is the same irrespective of the location of the point.

To obtain the imaginary time average one uses Eqgs. (15)-(18) to find that

Imfo“’dz t[C Cxy,x0,,E) + Clxy,x1, 5 E) = 26 (e )2 Tr ([ F (x1)8 (E — H) F(x1) (d/dE)8(E — H)
+F(x)8(E — H)F(x,)(d/dE)s(E —H)1}. (22)
Use of Eq. (21) immediately gives
Im " dr 10C (x5, 1) + C Cxpxy, 13E) ) =H N/ dE. (23)
We now define an imaginary time as
_ImJ " dt t1C(1,E) + Cpo (1,E)] d

- _kE d X
(Dim= Re ["dt[Cop(£E) + Cp(1,E)] 2 ag "V (B)- 24
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Clearly (t);y is identical with the imaginary time
defined in Eq. (2).

In summary, we have shown that the time of a
collision may be interpreted as an average correla-
tion time. In quantal systems, the time is complex;
the real part gives the actual duration of the col-
lision, and the imaginary part is significant for sys-
tems with more than one degree of freedom.? !0
Generalization of these results to multidimensional
systems as well as applications to quantal transition
state theory and bimolecular reactive scattering will
be considered in detail in forthcoming work.!’
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