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Classical diffusion is studied on random chains with nearest-neighbor transfer rates having
Gaussian distributions about sufficiently large systematic rates. Both the cases of static and
dynamical white-noise randomness are considered, for symmetric as well as for asymmetric
transfer rates. Probability densities for displacements along the chains are determined exact-
ly in the continuum limit valid at long times, and are found to be Gaussian. The variance in-
creases linearly in time for dynamical disorder and shows a qualitatively new quadratic

growth for static disorder.

PACS numbers: 05.40.+j, 05.60.+w, 66.30.Dn

In this Letter I discuss exact analytical results for
the long-time diffusion of particles (or excitations)
described by classical rate equations with random
transfer rates between nearest neighbors on a linear
chain. I consider Gaussian fluctuations of the rates
over widths that are small compared to fixed, most
probable rates. This ensures that unphysical nega-
tive rates have a negligible effect in the same sense
as, e.g., the Gaussion tails in a properly defined
saddle-point approximation to a definite integral.
First I analyze the effect of purely dynamical fluc-
tuations correlated over infinitesimal times (white-
noise limit). Such dynamical fluctuations may
arise, e.g., from incoherent thermal lattice vibra-
tions. Next I study the case of static randomness
which corresponds to fluctuations correlated over
infinitely long times. I discuss the effects of disor-
der for symmetric as well as for asymmetric transfer
rates and give exact results for the long-time
development of the probability of displacements of
the particle and of its moments.

In previous work these quantities were studied
exactly for the case of a binary distribution of static
symmetric rates, W, with a &-function peak at
W=0.! These results are strongly dependent on
the fact that the linear chain breaks up into finite
independent segments on which the particle
remains localized. On the other hand, for continu-
ous distributions with a finite support, the problem
is considerably more complicated.? However, Ber-
nasconi and co-workers® have obtained expressions
for the long-time behavior of the autocorrelation
function for several classes of continuous distribu-
tions of transfer rates on a linear chain. Their origi-
nal analysis was later justified in more detail by
means of rather involved mathematical arguments.?
Another aspect discussed more recently concerns
the effect of randomness on the drift motion of a
particle due to asymmetric transfer rates. However,

detailed results for these effects have been present-
ed only for the case of binary (8-function) distribu-
tions.*

The Gaussian distribution, which plays a central
role in the physics of both thermally and configura-
tionally disordered systems, does not belong to any
of the classes considered previously.l'>* This dis-
tribution is, in fact, of special interest in the present
context since it leads to a qualitatively new asymp-
totic behavior for the moments of the displacement
probability density. Moreover, a qualitative under-
standing of the effect of a finite correlation time
between transfer-rate fluctuations emerges, for the
first time, from the present simultaneous analysis
of static and dynamical randomness.

The basic rate equations describing classical dif-
fusion on a linear chain have the form

dPy/dt= Wy 1,nPps1+ Wa—1,nPn-1
—(Wn,n+1+ Wn.n-l)Pn’

Pn(O) =8n,Or

where P, is the probability of finding the particle at
site n at a time =0 and W;;=0 is the transition
rate for hopping from a site / to a nearest-neighbor
site j on the random chain. In the case of symmetric
transition rates W,;= W,;, while in the asymmetric
case all rates in Eq. (1) may be different, as implied
by the notation

Wn+ Ln= Wn—+ 1

(1

Wane1=W,t, etc. (2)

For large times the mean square deviation of the
position of the particle from its average position on
the lattice is much larger than the lattice constant,
a, which implies that, within the range of their most
probable values, the probabilities P,= P(na) vary
appreciably on a scale large compared to a only. It
follows therefore that the long-time behavior of
P,(1) may be obtained from the continuum limit,
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a— 0, of Eq. (1). The latter is found by introduc-
ing the spatial coordinate x = na and defining

P,s1=ap(x ta), 3)

where p(x) is the probability density associated
with the coordinate x.
Considering first the symmetric case, we define
the continuum limits of the transfer rates,
Wan+1= Wxx £0%)= W(x0,
a— 0%, (4)

and expand the probabilities (3) through order a?.
Equation (1) then becomes

B _ flw, o) —w_ (xz)laf’

ot
9%p
+a? WOB > Q)
where
wilx)=Wi(x0— W, (6)

are random Gaussian fluctuations about a systemat-
ic (constant) rate, Wy, and the time variable is in-
cluded in view of the general case of dynamical dis-
order. Terms beyond order « in the disorder are ig-
nored.

The continuum limit for the case of asymmetric
rates follows in a similar way. We again separate
the transfer rates into systematic (W) and fluc-
tuating parts described by the random wvariables
wE(x,0) and wF(x £0%,0) (a— 0%):

WE=Wwi(x0=W*+w*(x, (7a)
WnIiI = Wx(x i0+,t)
=W¥+¥+wF(x £0%,7). (7b)

In general, the continuum transfer rates (7a) and
(7b) are not independent. This follows from the
fact that, in addition to Eq. (1) (referred to as the
forward Kolmogorov equation in the mathematical
literature), the occupation probabilities, P, (1), also
obey the so-called backward Kolmogorov equation®:

dPtn/dt 11—1P1—1n+VV11+1P1+1n
- ( VVi,i—1+ I/Vi,i-f*l)])i,n’ (8)

where P,;(1)=P(i,0]j)=P;(1) is the probability
for a particle to be at site jat time ¢ given that it was
at site i at r=0. Equations (1) and (8) are both
consequences of the Chapman-Kolmogorov relation
for Markov processes.’ In particular, the moments
of the solution of (1) as a function of final sites, #,
coincide with the moments of P;, considered as a
function of initial sites i, with an arbitrarily chosen
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final site. Now, the comparison of lowest-order
terms on the right-hand side of the continuum lim-
its of (1) and (8) readily yields the consistency con-
dition
w™ (x+0r,0)+wr(x—0%0)
=w=(x,0+wt(x1), 9

which plays a fundamental role in the case of disor-
dered asymmetric rates while reducing to an identi-
ty both for symmetric and for ordered asymmetric
rates. Indeed, it is responsible for the existence of
a normalizable solution for the configuration aver-
age of p(x,t) given by the continuum limit of (1).
Finally, using (3), (7a), (7b), and (9) and retaining
terms up to order a only, the continuum limit of
(1) now reads

op/dt=alW - —Wt+w (x+0%,)
—wr(x—0%,019p/0x, (10)

where w ¥ (x +07%,r) will be treated as independent
Gaussian variables.

In the absence of dlsorder (5) and (10) reduce to
the diffusion equation? and to the equation describ-
ing a uniform drift with the velocity
v=a(W~—Wm%'), as required. We choose the
differences of independent random variables in (5)
and (10) as our new Gaussian variables:

wi(x,t) = w_(x1), (1D

ulx,)=w(x+0",0—wt(x-0%,5, (12)
and assume Gaussian white-noise correlations in
both space and time coordinates:

(rCe)r(x,t)) =RE8(x—x)f(t—1), (13)

where r=wor u, Ry= W, or Uy, and f(1)=58(¢)
for dynamical white-noise disorder and () =1 for
static disorder We are interested in p(x¢)
= (p(x,0)) defining the configurationally averaged
probability of finding the particle at x at time . Ex-
act equations for p(x,t) are obtained, with use of
Novikov’s theorem® for averaging functionals of
Gaussian random variables such as the random
terms in Egs. (5) and (10). Using (13) with the
definitions (11) and (12) we then obtain, both for
dynamic and static disorder,

9 _awpd (22 L 2w Ll (4

wi (x,0—

ot Ox\dw(x 1) ox?’
9 _ ;2.9 dp
9t aUj 8x<8u(x 1‘)>
ta(w-—w)e (15)
ox

for symmetric and asymmetric rates, respectively.
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We consider first the case of symmetric rates. For
purely dynamical disorder the functional derivative
8p/dw(x,1) is readily found from the first integral
of Eq. (5), with use of the fact that p(x,z) depends
on values of w(x,t') at time instants ¢ prior to ¢
only. This leads to the diffusion equation

9p _ 2.2 izp_
al a (a + Wo) axz N
which shows that dynamic fluctuations only lead to
an enhancement of the diffusion constant. The in-
finite constant, a2, may be made finite by smearing
out the spatial prefactor in Eq. (13) into a more
realistic correlation function of finite width, as dis-
cussed elsewhere in a different context.’

In the case of static disorder the functional deriva-
tive in (14) is related to the higher-order deriva-
tives through a hierarchy of equations obtained by
successively differentiating (5) with respect to
w(x,1) and averaging the resulting equations, using
Novikov’s theorem together with (13). The impor-
tant point is that the resulting hierarchy takes the
form of a recursion relation which may be solved
exactly. Indeed by defining

B,(x,0) = (8"p(x,0)/8w (x,0"),
Bo(x,t) =p(x,0),

al=Wwis(0), (16)

17

one finds that the average of the equation obtained
by functionally differentiating (5) »times is
9B, 0

s =ay|n8(0)B, 1+ WIB,,

Bl (g

+ aWO ax y

for n=0 [Eq. (141, 1, 2,. ...
tial Fourier transforms

B, (k= [ _dx e®B,(x0, (19)

By introducing spa-

and defining the dimensionless quantities

G Sy o T
(20)
Wo
k=ka, B=—,
o
Eq. (18) reduces to
9C
—5;"—= —ik(nCy_1+ Cpiq1—iBxC,). (21)

This recursion relation has been studied by Hein-
richs and Kumar? in a different context. In order to
solve (21) one defines a generating function for the

C,’s,

G =3 (nem-ic,,

n=0

and converts (21) into a partial differential equation
for G (y). The latter is solved subject to the initial
condition Co(7=0)=1 [p(x,0)=8(x)] and to the
additional relations C,(r=0)=0, n=1,2,...,
implied by Eq. (5). Further details of the solution
of Eq. (21) may be found in Ref. 8. After
transforming the exact solution for Cy(7) ? back to
x space and to our original parameters we obtain the
Gaussian probability density

p(x,0)=[2mra?(a?2+ 2 Wy ]~ /2

X’ (22)
2a% (a2 +2Wyt) |

xexp| —

whose variance is the mean square displacement,
(x2(0)) =2a*Wyt[1+ 2 Wy) ~la?t]. (23)

Since our model requires o << W¢, it follows
from (22) that the continuum treatment is valid for
t >> (2W,) ~ L. In fact, for an ordered lattice, (23)
reduces to the exact mean square displacement for
any ¢ while (22) coincides with the asymptotic form
for + >> (2W,) ~! of the corresponding exact den-
sity. This shows, in particular, that the use of
boundary conditions at =0 does not alter the ex-
actness of our asymptotic results. Equations (22)
and (23) demonstrate nondiffusive particle motion
induced by static randomness, for ¢ >> (2W,) ~L.
This behavior contrasts with the diffusive behavior
obtained for white-noise dynamical disorder and is a
specific property of the infinite correlation time
characterizing static fluctuations. The fact that for
t — oo the initial site occupancy, p(0,¢), decays fas-
ter than in the absence of disorder is related to the
presence of a fraction of transfer rates-larger than
W,. Compared to the ordered case, our model ex-
hibits enhanced delocalization of the particle, in
contrast to the reduced delocalization (quasilocali-
zation) obtained by Bernasconi, Alexander, and Or-
bach® for distributions involving an appreciable
fraction of vanishingly small transfer rates. We
note that similar nondiffusive behavior has been
found recently® for different physical systems
described by the continous random walk model of
Marinari et al.®

The case of asymmetric rates may be discussed
along similar lines. For purely dynamical disorder,
the substitution of the functional derivatives ob-
tained from the first integral of (10), using (12), in
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(15) yields

9 _ 2228% - _w+y9e
Y a‘B 6x2+a(W w )ax,

(24)
B2=U?5(0).

The solution of (24) with the
p(x,0)=58(x)is

p(x,0) = (4ma?p?) =12

initial form

X expl— 44232

X[x—a(Wr— w12, 25

which leads to

(x(D))y=x=a(Wr—-W)4,
(26)
(x*(1) — X?) =2a?B%.

Equations (25) and (26) display a uniform drift
motion with a superimposed random diffusive
motion which is most significant at the shortest
times at which our exact asymptotic results remain
valid.

In the case of static disorder we successively dif-
ferentiate Eq. (10) with respect to u(x,f) and aver-
age the resulting equations using Novikov’s
theorem and Eq. (13). This leads to the following
hierarchy of coupled recursion relations:

B
9B, =a%[n6(0)B,,,1+ U?B, .,

at
+ (W~ —W*)B,],
27)
B,= (8"p(x,0/8u(x,0)™, By=p(x1),
n=0,1,2,. ...
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These equations may again be reduced to the form
of the recursion relations solved in Ref. 8. The fi-
nal exact solution for p(x,¢) differs from (25) only
in that the variance is now replaced by

(x2(1) — X% = a?B222, (28)

which corresponds to a nondiffusive
motion superimposed on
(x(D)y=a(W+r—W)t

Finally, for both symmetric and asymmetric
rates, we find that the replacement of white-noise
dynamical disorder by static disorder leads to the re-
placement of a linear growth of the variance of
p(x,0) by a ? growth, as a result of the increased
correlation time between Gaussian transfer-rate
fluctuations.

random
the wuniform drift,

1S, Alexander, J. Bernasconi, and R. Orbach, Phys.
Rev. B 17, 4311 (1978); J. Heinrichs, Phys. Rev. B 22,
3093 (1980); T. Odagaki and M. Lax, Phys. Rev. Lett.
45, 847 (1980); J. Heinrichs, Phys. Rev. B 25, 1388
(1982).

2G. H. Weiss and R. J. Rubin, Adv. Chem. Phys. 52,
363 (1983).

3]. Bernasconi, S. Alexander, and R. Orbach, Phys.
Rev. Lett. 41, 185 (1978); S. Alexander, J. Bernasconi,
W. R. Schneider, and R. Orbach, Rev. Mod. Phys. 53,
175 (1981).

4B. Derrida and Y. Pomeau, Phys. Rev. Lett. 48, 627
(1982); J. Bernasconi and W. R. Schneider, J. Phys. A
15, L729 (1983).

SW. R. Feller, An Introduction to Probability Theory and
Its Applications (Wiley, New York, 1968), Vol. I.

6E. A. Novikov, Zh. Eksp. Teor. Fiz. 47, 1919 (1964)
[Sov. Phys. JETP 20, 1290 (1965)].

7J. Heinrichs, Z. Phys. B 53, 175 (1983).

8]. Heinrichs and N. Kumar, J. Phys. C 17, 769 (1984).

9E. Marinari, G. Parisi, D. Ruelle, and P. Windey,
Phys. Rev. Lett. 50, 1223 (1983).



