
VOLUME 51, NUMBER 20 PHYSICAL REVIEW LETTERS 14 NOVEMBER 1983

Spectra of Condensed Modes in Spin-Glasses: Mean Field Theory and Time Dependence
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A mean-field theory for spin-glasses is constructed in terms of coexisting spontaneous
symmetry breaking in a whole spectrum of localized eigenstates of the exchange interac-
tion. The spectrum moves with time as the smallest frozen modes begin to disorder, pro-
viding a simple physical picture of the universally observed features of the time depen-
dence of the susceptibility. Similar dynamics are expected in disordered ferromagnets.

PACS numbers: 75.10.Hk, 05.50.+q, 71.55.Jv, 75.30.Hx

Although spin-glass behavior has been observed
in a wide variety of superficially different sys-
tems, certain features appear to be universal.
These include a (slightly rounded) maximum or
"cusp" in the susceptibility at a temperature T,
and slow frequency (or time) dependence, 8 lnX/
Bine~const, below T ." Furthermore, T, it-
self is & dependent, ' and the cusp sharpens as +
decreases. In this Letter I describe a simple
mean-field picture which describes these fea-
tur es naturally.

The theory begins with the formal diagonaliza-
tion of the exchange J;,, yielding a spectrum con-
taining localized and (probably ) extended eigen-
states IX); In mean-field theory, we have simply'

1/T
Xx 1 (I/T)X

where X denotes both the eigenstate label and the
eigenvalue of J;,. In a ferromagnet (where the
eigenstates are plane waves), the Curie tempera-
ture is reached when T first reaches the largest
eigenvalue of J,, At lower T, the instability of
all other modes is then suppressed by the pres-
ence of the magnetization ~, in the 0 = 0 mode:
The free spin X = 1/T in (1) is replaced by (1
-m )/0T, leading to X„'&2(T, —T) just below

Tc'
The story is different in a spin-glass. First of

all, as has been noted several times, ' ' one can-
not create a stable broken-symmetry state in
which the local magnetization varies like the wave
function (i lX ~), since this eigenstate is local-
ized. (Such a state would amount to broken sym-
metry in a finite system. ) However, here we are
not concerned with an equilibrium theory. If the
time scale of an experiment is shorter than the
relaxation time of this mode, the symmetry is
effectively broken. So for now we assume that
the experimental probe is fast enough that this is
true and proceed with a mean-field description
of the symmetry breaking.

Thus we start by allowing a finite magnetiza-
tion m(X ~) (self-consistently determined as in
the ferromagnet) in the mode of largest eigenval-
ue ) „. What then happens to the other modes
as the temperature is lowered? Are their suc-
ceptibilities stabilized by the presence of the or-
der parameter m(X,„)'? At first, at least, the
answer is evidently not, since the next soft modes
are other localized states centered in other re-
gions of the system, with negligible overlap with

,„). Thus they can also support similar bro-
ken symmetries. As the number of sites where
these frozen eigenmodes are sizable grows, how-
ever, this cascade of local phase transitions is
gradually suppressed, since if the new potential-
ly soft modes strongly overlap one or more of
the already condensed ones, the suppression
mechanism which operates in the ferromagnet
prevents their instabilities. ' Let us describe
this effect approximately by

—Bn/BT =p(T)$ (T) [1—n(T)]. (2)

(4)

Here n(T) is the number of "frozen sites" at
temperature T, p(X) is the eigenvalue density,
$(X) is the localization length, and d is the di-
mensionality. Equation (2) has the solution

n(T) = 1-exp[- f™~
p(X)$ (X)dX]. (3)

These frozen modes then produce an effective
Edwards-Anderson order parameter

q(7') =f™x[- an(X)/eX] q,(T)dr,

where qz(T) is the mean square local magnetiza-
tion for mode ~X) (on the sites where (i ~X) is
sizable). In this mean-field theory, each q~(T)
just has the shape of the square of the spontane-
ous magnetization for an Ising ferromagnet with

T, = A.: qq(T) = 2(A. —T)/&+ 0 (A. —T)'. Equations
(2)-(4) formalize the qualitative remarks of
Anderson. '

Within these approximations it is then straight-
forward to calculate q, and thereby X =(1 —q)/T.
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The qualitative features of the result are apparent:
y begins to deviate from a Curie law as 7' falls
below g . It rea, ches a maximum somewhere
around ~„which is defined as the value of T
where the exponent in Eq. (3) is equal to —1.
[This is the T below which n(T) begins to approach
unity. ] For Xo —T» X —X, (but x, —T still
«X,), q~(T) can be pulled outside the integral
in Eq. (4), giving q ~ 3$, —T)/Z„and so y varies
linearly with T, and leg/BT i

is about twice its
value for T above ~,„. The peak in y is rather
broad, since p and $ are rather small near X~

As in the equilibrium theories of Refs. 6 and
7, the distinction between the spectra of J,, and
of the susceptibility y;,. is important here. Ex-
plicitly, when we calculate n(T ) from Eq. (2),
we are trying to count the number of soft modes
of y (weighted by their localization volume). If
we were just counting the number of modes of
t with eigenvalue X&T, the factor 1-n(T) in
Eq. (2) would be absent (and the result would
have no physical meaning). The spectra of y
and J are different, because of the mode-mode
interaction which produces a local molecular
field due to the condensed modes.

We have implicitly treated the different con-
densing modes as independent of each other in
calculating q. The reason that this is not an
absurd approximation is that the growth of the
condensed region as T is lowered comes es-
sentially from modes which do not significantly
overlap previously condensed ones (otherwise
they would not be unstable) and are therefore
nearly independent of them.

The kind of condensed state we have here is
quite different from the sort of broken-symmetry
state we normally encounter. We have a micro-
scopic condensate [O($")] in a macroscopic num-
ber of modes, in contrast to the normal macro-
scopic condensation in a single mode.

We know, of course, that such a mean-field
theory is not a correct description of equilibrium,
but it is a rea.sonable characterization of the ef-
fective freezing seen in a very fast experiment.
Now what happens when we wait longer'P Quite
clearly, in this independent-mode approxima. —

tion, the modes of shortest relaxation time,
which are those corresponding to the smallest
clusters and therefore those with the largest
eigenvalues, will begin to flip over, so that
their effective q~ averages out to zero. As we
wait still longer, more and more of them will
disorder in this fashion, leaving regions of the
material tempora, rily unfrozen. This then allows

some more modes of X & x, , whose instabilities
had previously been suppressed, to freeze. In
effect, we just have the previous calculation to
do again, but with the "melted" fast modes at
the top of the spectrum removed. Thus, as time
goes on, the band of magnetized modes will move
towards lower eigenvalues.

More explicitly, let us suppose that the relaxa-
tion time ~(X) for mode X (X& T) has the form
~, exp[A, g)/T], where the barrier b, is propor
tional to the size and the mean square local mag-
netization of the mode:

with a of order unity. Such a, form is obtained
in an Ising model (for 6» T) in the independent-
mode approximation. Then the condition for a
frozen mode to survive melting until time t [t( w(X)] places both upper [y ~(t)] and lower
[X,.„(t)] limits on the eigenvalues of potentially
frozen modes, since $ gets small at large X,
while q„(T)-0 as X-T.

Thus, when we repeat the calculations of n(T),
the limits of integration in Eq. (3) become X (t)
and y, „(t) instead of x and T. Now let us
suppose that T is low enough that x,„(t) is still
well below x,(t), i.e. , that the range of the band
of condensed states is essentially controlled by
the saturation of Eq. (3), and q is insensitive to

;,(f). Then the new x,(t) will be determined
by the new X (t) in the same way that the old
X, was determined by the old X . The differ-
ence is that p(X) and $(X) in the range of integra-
tion in Eq. (3) are now much larger, and so the
interval y,„(t)-X,(t) is smaller. Since the
size of this interval controls the degree of
rounding of the cusp in y, this means that the
cusp grows sharper as it moves to lower T with
increasing t (Fig. 1).

To illustrate the kind of time dependence one
finds for X~„(t) [and, thereby, for y (t)] con-
sider the case where the spectrum of J,-,. has
a, mobility edge, so that we take $g) =[X, /(X
-y, )] '. Then for T near g, , taking q~(T)
=3(y -T)/X= 3(x —g)/y in Eq. (5), the condition
~(x,„)= t becomes

(t) =y, (1+ [3a/ln(t/v, )]" " ' ) (6)

This approximation is good if T-X, «y, „(t)—X, .
For higher T, the behavior is not so simple, but
Eq. (6) illustrates the fact that y will quite gen-
erally depend on t through lnt, a feature con-
sistent with the general pattern of slow time
dependence in many systems. Assuming Eq. (6),
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FIG. 1. Calculated susceptibility for several values
of log fot, with the assumption of Gaussian eigenvalue
density of unit variance, mobility edge A., =2, (Q.) as
given in text, and dp =2. In these calculations, the
sharp cutoffs at Amax~t) and ~mIn~t) in the integrations
done to get zQ, ) and q(T) have been replaced by soft
ones in which the eigenvalue ~ is weighted with a factor

This leads to slightly more rounded maxima
than those obtained with sharp cutoffs, but there is no
qualitative difference. (t is in units of ~0.)

we can calculate 8 it& „(t)/8 lnt and compare
it with the quantity 8 lnT, (z)/8 Inco measured in
experiments. Using so= 10 " sec and taking a
= 1, d v = 2, I get a lm „/8 lnt = 0.005 at t = 10 '
sec, which is within a factor of 2 of the values
measured by I undgren, Svedlindh, and Beck-
man'' and Tholence. ' Furthermore, this value
of ln(t/v, ) corresponds to a value of $(y~,„(t))
of four or five lattice spacings, which is con-
sistent, through Eqs. (3) and (4), with the ob-
served degree of rounding of the cusp in y (b2,'/
T, of a few percent). I also note that the de-
crease of 81nx /8 lnt with lnt is also qualitatively
consistent with data on many systems.

For T & X, , y (t) eventually approaches a Curie
law as all the modes eventually melt, but for
T & x, (if x, exists) the spectrum grows very
narrow and approaches X, as t- ~, so that the
Curie law is never reached.

For T & X, , there is a longest relaxation time
in the spectrum, defined by the maximum of
A(X) [Eq. (5)]. As T -x, , this maximum ap-
proaches a, limit proportional to (T -X, )' "', and
so we find an almost-Vogel-Fulcher law,

~~~ =~, exp[const/(T —h., )"' 'j.
For T & g, , there is no longest relaxation time;
the spectrum of condensed modes just becomes
slower and slower forever.

The present picture of the zero-field cooled
state as intrinsically time dependent is confirmed
in the recent experiments of Lundgren et al. ,

'
where the time dependence of the spectrum of
relaxation times is explicitly measured. They
find that the longest relaxation time at a given
measurement time after cooling is just the
measurement time itself, in agreement with this
picture.

The above theory is strictly a mean-field ex-
ercise. The only source of the decay of the spin
freezing with time is the finite size of the clus-
ters associated with the condensed modes, which
have been assumed to flip as rigid, independent
units. Excitations like internal fluctuations of
the clusters and intercluster interactions have
been ignored. It is therefore clear that for long
enough times, where sizable overlap between
large clusters becomes unavoidable, the present
theory breaks down. In particular, it is not
trustworthy at equilibrium, where it simply as-
sumes the stability of a condensate with a spatial
variation given by the first extended eigenstate
of X ~

One can attack this very complicated nonlinear
problem by perturbation theory in the mode-mode
interactions, as in Refs. 6 and 7. There it was
argued, in the context of an approximation valid
for large m (number of spin components), that
there is no equilibrium phase transition iri three
dimensions, and the argument is quite suggestive
even for I = 1 (though the result cannot be said
to have been proved except for m = ~ ). If this
is correct for the Ising case, it is apparent that
the interactions neglected in the present theory
must somehow destroy the mobility edge present
in the original spectrum. On the other hand,
these interactions do not always hinder a phase
transition: In a random ferromagnet (e.g. , all
J';, ~ 0 but with random magnitudes), to which
the present analysis ought also to apply, since
it only invokes the randomness of J, there is a
phase transition, even in two dimensions, '
where the spectrum of J is completely localized.
It seems that in this case the neglected intermode
interactions lead to extended states of X. These
problems obviously deserve further study.

However, the inability of the theory to say any-
thing about the existence of an equilibrium phase
transition is quite probably irrelevant to a large
number of experiments. Apparently, most of
the data can be explained in terms of fairly weak-
ly interacting clusters which are not too large,
where the present theory is at least a reasonable
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starting point.
Finially, it would be interesting to try to ob-

serve the. kind of slow, "glassy" dynamics in-
herent in this picture in the random ferromag-
net above T, .
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