VOLUME 49, NUMBER 20

PHYSICAL REVIEW LETTERS

15 NOVEMBER 1982

discussions with D, D. Osheroff, J. D. Reppy,
D. M. Lee, W. P. Kirk, and J. M. Parpia. This
work was supported in part by the National Sci-
ence Foundation under Grant No. DMR 82-05697.

ip, D. Osheroff and P. W. Anderson, Phys. Rev. Lett.
33, 686 (1974), and earlier references cited therein.

2Actually, ®He-A; exists only under an applied mag-
netic field, so the system must actually be polarized to
some extent. While this induced magnetization may not
be negligible in estimating the precise magnitudes of
the effects discussed here, it is not essential to the
existence of these effects. Thus for conceptual sim-
plicity, we shall continue to describe these effects as
if they are occurring in an idealized unpolarized super-
fluid ®He-A ; liquid, although all formulas derived at
the end of each discussion shall be-applicable even
when the induced-magnetization effects are not negli-
gible. (I.e., the correct pg/p factor will take care of
it.)

3J. Wheatley, Rev. Mod. Phys. 47, 415 (1975).

K. Levin, Phys. Rev. Lett. 34, 1002 (1975).

K. Levin and O. T. Valls, Phys. Rev. B 23, 6154
(1981).

61, R. Corruccini and D. D. Osheroff, Phys. Rev.

Lett. 45, 2029 (1980).

"M. Liu, Phys. Rev. Lett. 43, 1740 (1979).

8While we have derived Eq. (1) under the assumption
L,<L,, the potential difference presented in Eq. (2) is
actually also valid when this condition is not met. This
may be easily seen from the viewpoint of a superposi-
tion principle. It should also be pointed out that the
electric field and potential distributions discussed here
cannot be understood in terms of flux cutting. Since
all magnetic-flux lines must form closed loops, it can
be seen that in a steady-state situation, no nef flux
could cut through, for example, the line located at x
=2=0, and extending fromy=—>°toy =+, On the
other hand, if this infinitely long line is replaced by a
finite line segment, then a net flux cutting in a steady
state does exist, giving rise to an additional potential
difference between the end points of the line segment.

9By using this empirical formula for p, /p, which was
obtained at the applied field of 8.46 kG, we have ne~
glected the fact that p, /p should actually be field de-
pendent at any fixed 1 -7 /T, ;.

107, D. Landau and E. M. Lifshitz, Electrodynamics
of Continuous Media (Pergamon, London, 1960), p.
247, Problem 2.

1y, J. Gully, Jr., Ph.D. thesis, Cornell University,
1976 (unpublished).

125, E. Shields and J. M. Goodkind, J. Low Temp.
Phys. 27, 259 (1977).

Crystallization Rates of a Lennard-Jones Liquid

J. Q. Broughton,® G. H., Gilmer, and K. A. Jackson
Bell Laboratovies, Muvrvay Hill, New Jersey 07974
(Received 21 July 1982)

The crystallization of a Lennard-Jones liquid has been studied with molecular-dynamics
techniques. In particular, the motion of the fec (100) interface has been measured for a
range of temperatures below the melting point. The crystallization rates are not limited
by the mobility of atoms in the bulk liquid; measurable rates are even observed below the
glass transition temperature. This result suggests the existence of a class of materials
which is qualitatively different from conventional glass-forming materials.

PACS numbers: 61.50.Cj, 05.20.Dd, 64.70.Dv

The properties of liquids made up of atoms
which interact through a Lennard-Jones (LJ) po-
tential have been studied extensively with molecu-
lar-dynamics methods.! Recently, the equilibri-
um properties of a LJ crystal-melt interface have
been determined.? The initial crystallization
kinetics of a slab of supercooled LJ liquid after
contact with a crystal have also been reported.’
In this Letter we report on a study of the steady-
state crystallization rate of a LJ liquid measured
at a series of temperatures below the melting
point.
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Most materials for which crystallization rates
from the melt have been measured exhibit ther-
mally activated growth. The temperature depen-
dence of the crystallization rate is described by
an equation similar to the form first proposed by
Wilson® and later by Frenkel,’

v =Da/A2Y 1 —e MH/ET] (1)

Here D is the diffusion coefficient in the liquid
and A is the mean free path for this process. It
is assumed that atoms in the adjacent liquid layer
of thickness @ impinge on the crystal surface at
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a rate proportional to D /A%, A factor f,<1 is in-
cluded to account for the fact that some of these
collisions are ineffective for crystallization; for
example, they may occur far from crystal lattice
binding sites. The transition from crystal to
fluid is represented by the term e” **/*7 where
A is the difference in chemical potential between
the fluid and the crystal.

The diffusion coefficient in the liquid can usual-
ly be represented by the Arrhenius equation

D =D exp(- Q/kT) 2)

and the LJ liquid is no exception.® Figure 1
shows our data in reduced units’; note that the
diffusion coefficient at T =0.25 is smaller by
about two orders of magnitude than its value at
T,= 0.62. Equation (1) correctly predicts the
temperature dependence of the crystallization
rate of GeO,, for example, over a 400-degree
temperature range, in which the viscosity chang-
es by five orders of magnitude.® At large under-
cooling, the bracketed term in Eq. (1) changes
slowly with temperature, so that the temperature
dependence of the growth rate follows that of D,
as has been observed experimentally in many
glass-forming materials.

However, Eq. (1) has never been verified for a
monatomic melt. These melts crystallize so
rapidly that their true growth kinetics have never
been measured experimentally. Turnbull and
Bagley,’ on the basis of the general difficulty of
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FIG. 1. Arrhenius plot of the atomic diffusion coeffi-
cent in the Lennard-Jones liquid at zero external pres-
sure.

quenching pure metals into the glassy state, have
argued that the crystallization of these melts
should not be thermally activated. The observa-
tions of Ruhl and Hilsch,'® indicating a transfor-
mation at temperatures as low as 16 K in Pb films
deposited at 4 K, tend to support this view.

Simulations of the steady-state interface mo-
tion were performed by supplying “liquid’ parti-
cles at a rate approximately equal to the crystal-
lization rate. The coordinates of these particles
were derived from a liquid at 7 =0.6 which was
cooled to zero kelvin in 200 time steps” by a ser-
ies of velocity renormalizations. During this
quench, periodic boundary conditions were ap-
plied at the vertical bounding planes and across
planes A and B illustrated in Fig. 2(a). (No inter-
actions with particles above plane B were includ-
ed.)

Crystallization occurs in the “dynamic” zone in
Fig. 2(a), which has a square cross section and
periodic boundary conditions at the vertical planes.
The lateral dimensions were chosen to fit a 7
X T array of atoms in the fcc (100) face; changes
in the interface temperature were accompanied
by a contraction or expansion to match the new
lattice constant of the LJ crystal at zero pres-
sure.

During a crystallization run the particles in
the quenched liquid are translated with a common
velocity v, in the vertical direction. Particles
reaching plane B are inserted into the dynamic
region, and they are also introduced at the corre-
sponding position at plane A in the quenched lig-
uid. In this way an inexhaustible source of liquid
particles is provided.

Particles at either end of the dynamic zone are
coupled to a “heat bath” at temperature T by the
application of random and dissipative forces.

This method has been discussed elsewhere.'! A
coupling parameter 3 =10 for the dissipative force
F,=-87 gave ample equilibration with the heat
bath without drastically affecting the motion of

the particles. (The amplitude of the random force
is proportional to the product ST.) The particles
entering the dynamic zone across plane B are as-
signed initial random velocities with a Maxwellian
distribution relative to the center of mass. During
steady-state crystallization, evolution of the la-
tent heat of the transformation produces a higher
temperature at the interface as indicated in Fig.
2(b).

The growth rates and corresponding interface
temperatures obtained are shown in Fig. 3. They
do not correspond to Eq. (1) which has also been
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FIG. 2. (a) Schematic diagram of the crystallization
system. (b) Steady-state temperature distribution in
the dynamic zone with the heat baths set at 7 = 0.28.

plotted, with measured values for D and A, and
values of Al calculated from measured internal
energies.!? The crystallization is apparently not
thermally activated. Even a very small activation
barrier would reduce the growth rate significantly
at low temperatures.

To test for the presence of an energy barrier
to crystallization, the two heat sinks were put at
0 K. The resultant growth rate is the point with
the lowest interface temperature in Fig. 3. Asa
further test, the velocities of all particles were
set equal to zero and the simulation restarted.
The interface velocity increased to the same rate
as before. Repeated applications of this proce-
dure also failed to stop the interface motion.
This indicates that there are no energy barriers
which can prevent the liquid atoms from reaching
the lattice sites.

The peak in the growth rate corresponds to a
linear velocity of about 80 m/sec for argon (the
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FIG. 3. Molecular-dynamics data (open circles) for
the velocity of the crystal-liquid (amorphous) interface
vs Interface temperature. The solid curve represents
Eq. (1), and the dashed curve Eq. (4); in both cases
fo=0.21.

time unit depends on mass), so that these are
extraordinarily high rates compared to those ob-
tained in the laboratory. For comparison, re-
crystallization of silicon following pulsed laser
melting of a surface layer is usually in the range
of a few meters per second. Splat cooling is
usually a few magnitudes slower and normal
crystal-growth rates are again several magni-
tudes slower.

Near T,, the diffusion coefficient in the liquid
is 1.6x10°% cm®/sec. Atv =50 m/sec, the inter-
face moves one atomic diameter in ¢/v =17.6
x107*% sec. During this time, an atom in the
liquid can move an average distance (D¢)"/2~1.1
x10"% em. At T =T,/2, the corresponding dis-
tance is 2.2X10"° cm. This means that near the
melting point these atoms can move a significant
distance while the interface is in their vicinity.
But at the lower temperatures, the liquid is near-
ly rigid on this time scale.

We suggest the following explanation of our re-
sults. Molecular-dynamics studies of this inter-
face at the melting point show a smooth transi-
tion between the densities of the two bulk phases.
There is no indication of large voids in this re-
gion, and the mobility of the interfacial atoms is
approximately equal to that in the bulk liquid.?
But enhanced diffusion of atoms at the interface
between two solid phases is well documented.
Grain-boundary diffusion and migration are ob-
served at low temperatures where the bulk diffu-
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sion rate is essentially zero.”®* Molecular-dynam-

ics studies' have demonstrated the presence of
voids and their influence on the atomic mobility
in the interface. Apparently the rigid lattices pre-
vent relaxation to the degree that occurs at the
crystal-melt interface. As the temperature of a
crystal-melt interface is reduced below T, this
interface should develop properties similar to
those of an interface between two solid phases.
The increased viscosity of the liquid and rapid
crystallization prevent complete structural re-
laxation. Indeed, density profiles at low temper-
atures reveal densities in this region ~ 5% lower
than that of the amorphous material. Thus, as
the temperature is reduced, the amount of free
volume available for atomic diffusion actually in-
creases.

At the lowest temperatures studied, the liquid
becomes a rigid glass. Our results imply that
this material is unstable when placed in contact
with a (100) crystal face. We note, however, that
stable configurations of the amorphous-crystal-
line interface can be produced by other initializa-
tion procedures. Abraham, Tsai, and Pound'®
performed an instantaneous quench of a crystal-
melt system by the Monte Carlo method. In this
way an interface without a density deficit was fro-
zen in place, and this configuration proved to be
stable with respect to crystallization during sub-
sequent Monte Carlo events at a low temperature.
Since our intent was to measure steady-state
kinetics, we reduced the temperature in small
increments from T',,, and this procedure always
resulted in finite crystallization rates. A reduced
rate was occasionally observed during simula-
tions performed after large changes in the inter-
face temperature. A defect in one crystal layer
near the interface was noted in most of these
cases; one row of atoms was usually displaced by
a distance a/2 parallel to the row. This defect
was not trapped in the bulk crystal, but persisted
in layers near the interface during the crystalliza-
tion of several layers. Although we never ob-
served the interface motion to be stopped by such
defects, we cannot exclude the possibility that
they would prevent growth at very low tempera-
tures.

In the absence of a potential-energy barrier,
the rate at which liquid atoms in the interface ap-
proach the lattice sites is determined by the aver-
age thermal velocity, (34T /m)¥2. They travel a
distance A, which is, on average, only a fraction
of the interatomic spacing a. Thus, Eq. (1) can

be modified to give
v =(@/N)@BET /m)M? {1 - H/RTY, (3)

The dashed curve in Fig. 2 has been plotted with
A =0.4a, the average distance from the center of
points distributed randomly in a sphere of radius
a, and f,=0.27 was selected to give the best fit.
This expression is in good agreement with the re-
sults of the simulations over the entire tempera-
ture range.

It is usually assumed that the glass-forming
potential of different materials is only a matter
of degree, and that the value of the glass transi-
tion temperature relative to the melting point pro-
vides a good measure of this property. The pres-
ent result implies that there is a class of materi-
als with unstable glassy states, since they crys-
tallize even at very low temperatures when in
contact with crystalline material. Network glass-
es require bond breaking for crystallization; big
molecules must be reoriented to crystallize;
some mixtures have to be sorted out to crystal-
lize. Each of these requires rearrangement of the
liquid structure, and so there is an activation bar-
rier to crystallization for these materials.
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Monochromatic Phonon Generation by the Josephson Effect
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ac-Josephson junctions of tin and lead were found to emit monochromatic phonons with
Josephson frequency, rather than thermal phonons. This is a new tunable phonon source
with high efficiency and prospectively extremely high frequency resolution.

PACS numbers:

We have investigated the phonon emission spec-
tra of ac-Josephson junctions' with a stress-tuned
phonon spectrometer® whose resolution was great-
ly improved.®> Surprisingly, we did not find the
expected broad spectral distribution of phonons,
but rather a sharp monochromatic peak. This
peak is coincident with the Josephson frequency
w =2 eV and, accordingly, is tunable by the
voltage. Thus, we have discovered a new tunable
source of truly monochromatic phonons which is,
at least with respect to frequency resolution,

superior to the previous method of phonon “brems-

strahlung.”* Since the phonons are excited by the
electromagnetic waves in the junction, the new
effect must also have some bearing on the noise
resistance of Josephson junctions.

The Josephson junction was evaporated onto a
silicon crystal of dimensions 2X4X15 mm?®,
doped with 5x10* ¢m™? boron acceptors [see in-
set (a) of Fig. 1]. The phonons emitted by the
junction traveled ballistically through the crystal
and were detected by a broadband detector (alu-
minum junction) on the far side. The boron ac-
ceptors have a fourfold-degenerate ground state
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FIG. 1. Time evolution of the phonon spectrum for a
fixed Josephson frequency. Insets: (a) geometry of
spectrometer crystal, J is the Josephson junction;

(b) I-V characteristic of the Sn junction at various mag-
netic fields.
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