
VOLUME 47, NUMBER 13 P H YSI t" AL REVIEW LETTERS

Time-Dependent Order Parameters in Spin-Glasses

28 SEPTEMBER 1981

H. Sompolinsky
Department of Physics, Harvard University, Cambridge, Massachusetts 02138

(Received 6 July 1981)

It is proposed that the spin-glass phase is described by two order parameters q(x)
= [(S;(0)S;(t„)))»and )t(x) = j 0 ~)t(t) dt, that measure the relaxations of the average auto-
correlation and susceptibility along macroscopic time scales, t„, which are parametrized
in a decreasing order by x@J. 0, 1] . The function q decays from a finite value at tq to zero
at to, while g increases from g(1) to a value g(0) which is independent of temperature in
the mean-field limit. The equilibrium results agree with Parisi's replica solution.

PACS numbers: 64.60.Cn, 75.50.Kj

The dynamic analog of q Ez is the time-persist-
ent spin-spin correlations

quiz=

lim, „[(S,(0)
x S,.(t)) ]. It was noted earlier' that the thermo-
dynamic limit (N- ~) is not uniquely defined un-
less one incorporates also the time decay of q EA

in finite A'. Here I assume that this decay does
not occur in a single (macroscopic) relaxation
time but rather in a distribution of many large
relaxation times, t„, all of sehich become infinite
in the thermodynamic limit, which I parametrize
in a decreasing order by an arbitrary parameter
0 +x ~1. The time to is the longest time scale
(i.e., the purely static limit) whereas t, is the
shortest one, which approaches the finite-time
spectrum of the system. In general, if x&x',
then I assume i, ,/i„-~ as N-~. This leads to a
generalized order parameter

q(x) = [(S,.(0)S,(t„))],
which measures the amount of correlations which
have not decayed at the time scale't„. Thus, q(x)
is a monotonic increasing function with a maxi-
mum value q(l) =q&„which is the frozen correla-
tions measured in finite time. Another order pa-
rameter is 4(x) = TX(x) —(I -q Eg, where X(x) is
the local susceptibility measured at the frequency

1~„=t„, i.e.,

x(x) = Rex(~. ) = J. "x(i)«. (2)

The order parameter L(x) is the slow response
due to overturning of large clusters, and hence is
a decreasing function of x with its maximum val-
ue 6(0) in the purely static susceptibility X(0).

The functions q(x) and a(x) are assumed to be
continuous. This underlines the crucial physical
assumption that the order parameters are sums
of a large number of contributions from a broad
continuum of time scales ranging from the ex-
treme static to the finite-time limits. This im-
plies also that

q(x)-O as x-O (3)
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The spin-glass (SG) phase in magnetic systems
with random exchange is usually characterized'
by the Edwards-Anderson' (EA) order parameter
q~A= [(S,)'] (where (. . .) and [.. .] mean ther-
mal average and random average, respectively)
which describes freezing of local spins 8; in ran-
dom directions. Although it is by now clear that
q Ep ls not a sufficient order parameter, ' the na-
ture of the additional SG order parameters has
been an open question. Recently, using a particu-
lar replica (n-0) symmetry breaking scheme,
Parisi4 introduced as a SG order parameter a
function q(x), x~ [0, I]. Although Parisi's mean-
field solution has many desired properties, sev-
eral questions remain unanswered. Most impor-
tant, the physical meaning of the replica broken
symmetry, as well as that of the order parameter
q(x), is completely mysterious. Also, calculation
of some physical quantities, such as qE„, is am-
biguous. " Finally, the solution was found' to be
locally unstable unless one restricts the space of
allowed functions q(x).

In this note, we investigate the static proper-
ties of the SG phase using a dynamic approach
previously developed' for the SG problem. %e
work explicitly within the infinite-ranged Ising SG
model, ' given by the Hamiltonaian Q, ~ J,-&S, S&

where each 8,.&
is randomly distributed around

zero, in which a proper mean-field theory is ex-
act. I believe, however, that the qualitative fea-
tures of the theory apply also to finite-ranged
systems whenever a SG transition actually oc-
curs. The true equilibrium properties of the
mean-field solution agree with Parisi's4 results
near T, and most probably at all temperatures as
well. By incorporating explicitly the slow time
relaxation of the order parameters I was able to
construct, for the first time, a consistent mean-
field theory which takes account of both the true
equilibrium and the nonequilibrium phenomena as-
sociated with the SG order. I first describe the
results.
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in zero field, manifesting the complete decay of
frozen correlations at the largest time scale,
and,

a(x) -0 as x-l, (4)

qzA=q(1) = ~+ r' —7-',

Jg(0) =1 —(3h'/4)' '(1 —2v/3),

(1+3v)a(x)+q'(x) =~'+ 2~',

(7)

(8)

(9)

where j=N[ j,.~']. Note that since the scale of x
is arbitrary, the theory can only establish a re-
lation between q(x) and A(x) but cannot determine
both of the functions, except at the uniquely de-
fined end points 0 and 1.

The theory thus predicts two distinct features
for the time-dependent susceptibility. In a time
scale which is large compared to microscopic
processes but small with respect to macroscopic
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reflecting the validity of linear-response theory
in the dynamic region.

Using the dynamic theory developed in Ref. 6,
I have derived self-consistent equations for q(x)
and 6(x) in the ease of infinite-ranged Ising spin-
glass. The above assumptions were found to be
self-consistent at all temperatures below T, and
furthermore lead to a solution with many unique
properties. In particular, the existence of a
critical order parameter q(x) -0 as x-0 leads
directly to a constant static (zero field) suscepti-
bility

JX(0)=1

at all temperatures below T, . The criticality of
the SG phase is also manifested in the spectrum
of the staggered susceptibility yz

——&(S~) /Bh„as-
sociated with eigenstates

~

A. ) of the random ex-
change matrix j,-z. ' I find that y~ '(x) = r(x)
+ p(j —j„)(j~ being the eigenvalue of the state

~
A) ), where r(x) exhibits a crossover from a fi-

nite positive value at short times (x-1) to r(x)
-0 for x-0, implying the divergence at all T
~T, of the static "SG susceptibility'" as well.
Similarly, a consequence of Eq. (4) is that there
is no gap in the relaxational spectrum of the fi-
nite-frequency susceptibility. In fact, Eq. (4)
leads to the relation

T'/j =1 —2q + [(S;) ],
from which it follows' that the finite-time auto-
correlations decay algebraically -t " with v ~ 2.
(Note that [(S,. ) ], like q zA, refers to finite-time
value of frozen spins. ) Expansion near T, to
0(r', h') (v—= 1 —T/T„h is a static field) yields

ones the susceptibility approaches a quasiequilib-
rium value y(1) = P(l -q z„) (P = 1/k zT) with a pow-
er-law behavior -t " '. Then the susceptibility
further relaxes to its true equilibrium value g(0)
= P[1 - q z„+ h(0)]; this, however, is expected to
occur on a much slower rate spanning a broad
range of macroscopic time scales. The order
parameter 6 provides a much clearer definition
of the SG transition than q, especially since many
experiments are done in a finite field. In the
presence of a field, the theory predicts the exis-
tence of a critical line T, (h) for 6, although q is
nonzero everywhere. This line, which was pre-
viously derived' ' in the context of replica sym-
metry breaking, marks the vanishing of 6 and
hence the complete disappearance of the irre-
versible phenomena at T& T, (h). At present, we
can estimate neither the time scale nor the rate
at which the slow relaxation occurs, and thus
even the measurability of this relaxation may be
questioned. On the other hand, in three-dimen-
sional short-ranged systems, these long relaxa-
tion times may be finite even in the thermodynam-
ic limit. Indeed, low-field magnetic measure-
ments'" in spin-glasses do exhibit a slow relaxa-
tion of the susceptibility from a nonequilibrium
value X, towards an equilibrium one ~. The
qualitative features of these susceptibilities sug-
gest the identification of y, and y, with our suscep-
tibilities g(0) and y(1), which then provides a sim-
ple way of measuring both q(l) and ~(0) as a func-
tion of T. Finally, it is important to note that
the predicted relaxation of y to the value g(0) = J '
occurs on the same time scale in which the auto-
correlations decay completely to zero. This sug-
gests that studies of the onset of SG transition by
computer simulations' should concentrate on the
time dependence of the actual response function
rather than on that of the EA order parameter. I
proceed to outline the derivation of these results.

Relaxational dynamics is introduced' for the in-
finite-ranged SG model' together with a local
Gaussian noise y which simulates the approach to
equilibrium. We write the average dynamic auto-
correlation and local response as

C{R)= [(S;(K)S,(- w)) ]= C(&u)+ q5(tu),

X(~) = [s(S,(~)),/sh, (~)]=X(~)+ &~.,„
where C and y are the finite-frequency parts of C
and y, related through C(cu) = 2(u ' imp(m) and (. . .)~
means average with respect to the noise p. The
symbols 5~, and 5(&v) are, respectively, Kron-
ecker and Dirac 6 functions. In the case of infi-
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The order parameter 6 is given by

y = p(1 —q+ a) = 8 ((S&~&, /eh. (12)

It has been noted' that because of the appearance
of ill-defined products D6»q5(&u), the solution
of Eqs. (10)-(12)depends, even in the limit N-~, on the frequency dependence of q and b in
finite N. Instead of solving a dynamic problem in
finite N, we proceed by making certain assump-
tions about the low-frequency singular structure
of C and g. The motivation for this is the physi-
cal requirement that the static solution in the K
-~ limit be independent of any time scale as well
as any other details of a particular dynamic mod-
el. To this end, let us envisage a phase space
with many ground states separated by macroscop-
ic energy barriers b, . This gives rise to a dis-
tribution of relaxation times t, -exp(b, /T) suc. h

that for any pair b, &b. , t, /t&«-1. Co.nsequently,
~

nite-ranged exchange J... the random average is
done by using a self-consistent Gaussian noise
which is a sum of a "fast" noise f and time-per-
sistent noise z, (z(cu)z( —co)) =q6(~). In Ref. 6 it
was shown that the order-parameter q is given as

(10)

where (S,&z is the equilibrium magnetization in-
duced by a time-persistent effective field H,

H(zj= pjz(v)+ p'J'ad~, (S&z+ ph.

we write

q6(~) = g q,. '6'(~),
i= 1

where 6' (~) and 6 ~ ~,
' are, in the limit N -~,

normalized Dirac 6 functions and Kronecker 6
but for finite N have characteristic widths ~,.-ti '
which are parametrized in an increasing order
(hence q, ', —A, '&0). Similarly, we write the
total noise z as z =P,."z,. with (z,. (v)z,.(- w)&

=q,. '5'((a). Since ru, /~, . «1 for every i&j, 5'(&a&)

x 5~ o
=5 (tu) if i j& and 0 if i&j . This together

with an arbitrary definition of 5'(ru)6„, ' defines
for any number of modes, k, a unique self-con-
sistent solution of Eqs. (10)-(12). This sequence
of solutions has a well-defined limit as k -~.
This limiting solution is the one which is adopted
here, firstly because physically one expects that
in the limit A -~ there is a continuous distribu-
tion of barriers b,. and hence also of t, Also, in
this limit (N, k -~) the contribution q,. ' and 6, '
from each time scale is infinitesimal, and hence
the detailed dynamic properties of 6'(u&) and 6
within each "decade" [e.g. , the value of 6'(co)6 ~, ']
become irrelevant. Defining a continuous param-
eter x —= i/k, we construct the partial sums q(x)
=j,"q'(y)dy, a(x) =-J,'n'(y)dy [dx-=1/k, f'(x)
—=kf'(i)] which are equivalent to Eqs. (1) and (2).
In terms of these functions, Eq. (11) reads

H(zf= pro z(x)dx- p'Z' fo s'(x)m„jz)dx+ ph, (14)

where z(x} has a Gaussian measure (z(x)z(x')&=6(x —x')q'(x) and m„ is the value of the local magneti-
zation which remains frozen at the time scale t„, i.e.,

dz(y) 1 ~ z (y)m„fz}= g [, ]„-&—, exp —— dy,
( }

tanh(H(zj). (15)

Equations (10) and (12}are now

q(x) =(m, '&„

~X(x) = ~P [1 —q(1)+ &(x)]= (5m, (zj /«(x)&. [q'(x)] ",
(16)

(17)

where the last equality is derived by adding to H an infinitesimal field h„with a characteristic frequen-
cy v„. Expansion of Eqs. (15)-(17)near T, yields the results (7)-(9). In addition, expanding the right-
hand side of Eq. (16) at all T & T, for x-0 yields q(x) =[Zy(0)]'q(x}+O(q(x)'} from which Eq. (5) read-
ily follows. Similarly, Eq. (6) follows by expanding the right-hand side of Eq. (17) for x-1 which yields

a(x) =p'Z'[I —2q(1)+ (m, & ] a(x)+O(6(x)').
Other thermodynamic quantities may be derived with use of the original dynamic Lagrangian. Alter-

natively, we use the above theory to generalize previous derivations of Sommers's free energy, '""
937
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yielding a free-energy functional

—PI'Iq, &)= 'P-'~'([1 —q(1)]'+ 2 J. &'(x) q(x) dx)
oo d 1

+ g -2, — —,~ exp ——, [ln2cosh(H{zj)+ —,p'J'1, 6'(x)m„'(z)d~] (18)
2Ãq

[with II and m„defined in Eqs. (14) and (15)j
which reproduces Eqs. (16) and (17) via 6E/6q'(x)
=6E/6b, '(x) =0. As pointed out in the beginning,
the theory determines in the region 0 &x & 1 only
a relation between q(x) and ~(x). By eliminating
one of these quantities one can define the theory
in terms of a single unique function of x. For in-
stance, Parisi's solution q(x) corresponds to
4'(x) =-xq'(x). In that case, however, the phys-
ical range of x is from x, = minj~ 8, '(x) (/q'(x)) to
x, = max( I 6, '(x) I/q'(x)j. Thus the flat regions (x
between 0 and x, or between x, and 1) which were
the origin of the apparent instability' of Parisi's
solution are a forma1 artifact of his particular
replica scheme and do not exist in the present
theory. Finally, it is noted that a theory in terms
of only one function is justified only in the mean-
field limit, i.e., at the stationary value of Eq.
(18). Once fluctuations are introduced there is no
reason why indePendent variations in q(x) and
4(x) should not be considered. Allowing for such
fluctuations complicates the stability analysis of
Eq. (18) and requires further study.
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