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The first observation of a first-order phase transition in the magnetization. of Fe in an
applied field is reported. The samples were epitaxially grown (110) Fe films on GaAs.
Mean-field theory, with the incl. usion of uniaxial anisotropy and the constraint that M lie
in the plane of the film, gives excellent agreement with the observed transition. The re-
lationship of this transition to the predictions of the three-state Potts model for cubic
ferromagnets is discussed.

PACS numbers: 75.30.Kz, 75.50.8b, 75.10.-i

Cubic ferromagnetic iron is predicted by mean-
field theory to exhibit a first-order transition in
magnetization as a function of applied field along
a [ill] crystallographic direction in a single
crystal. "There is no evidence of this transition
in the original magnetization measurements of
Honda and Kaya' or of Williams on single crys-
tals of 3.8% Si in Fe. There is observed instead
a rapid increase of slope as H-H~, the anisot-

ropy field, with a discontinuity in the first de-
rivative at H =II„. More recently an attempt was
made to observe the predicted transition in single-
crystal [ill] iron whiskers 'T.hat study also
failed to reveal any discontinuity, yielding results
very similar to the earlier work.

Renewed interest in observing this transition
has been stimulated by the identification of cubic
ferromagnets as realizations of the three-state
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Potts model' in three dimensions, as discussed
by Mukamel, Fisher, and Domany (MFD).' After
several years of controversy regarding the na-
ture of the phase transition in the Potts model,
a recent renormalization- group calculation' has
shown unambiguously that the transition of the
three-state model in three dimensions is first
order, the same order predicted by mean-field
theory. ' The mean-field phase diagram for cubic
ferromagnets calculated by MFD is reproduced in
Fig. 1. This phase diagram neglects the aniso-
tropic effects of demagnetizing fields which can
be present in real samples. In properly prepared
samples, the demagnetizing field can be employed
as an effective tool to alter the phase diagram,
expanding selected regions to make them more
accessible to investigation. In this paper we

FIG. 1. Schematic mean-field phase diagram in H„,
H~, H space of a cubic ferromagnet with three easy
axes, from Mukamel, Fisher, and Domany, Ref. 2.
Bold lines denote lines of magnetic triple points; thin
curves represent critical lines of Ising character; &

and Co are particular critical points; I'~, &2, &3 are tri-
critical points; and Q, Q', etc. are quadruple points.
The (1TO) plane of the film samples is superposed on
the phase diagram.

present the results of such an investigation which
reveals for the first time first-order phase tran-
sitions in Fe single crystals.

The samples were prepared as thin single-crys-
tal films by a procedure described elsewhere. '
The film plane is a (110) surface and therefore
contains all of the principal magnetic axes of in-
terest: [001], easy; [111],hard; and [110], inter-
mediate. This is illustrated by Fig. 1 which
shows a (110) plane superimposed on MFD's
phase diagram. The demagnetizing field (H, )
normal to this plane acts like a uniaxial anisot-
ropy, distorting the phase diagram by stretching
it out along the [110]axis. The shaded surfaces
near [111}are first-order phase boundaries
where jumps in magnetization, M, occur as a
function of field, H. These surfaces meet at tri-
critical points T, » and the quadruple point Q.
This region is small, with opening angles COQ
=0.36' and TOQ =1.68'. It is accessible if one ap-
plies a sufficient field nearly along [111]to over-
come an offset from the origin of 1.466M~ created
by the anisotropy which makes this a hard direc-
tion. The demagnetizing field opens up this phase
space in such a way that the (T,T,Q) surface ex-
tends all the way to the [110]axis, intersecting it
at a point P. Since the magnetization vector, M,
in this work was confined to the film plane, the
information of interest is contained in the inter-
section of the phase diagrams with the (lIO) plane,
as shown in Fig. k. In the undistorted phase dia-
gram of MFD the first-order line 0-Q along [111]
branches out to C and T,. The dashed line shows
the results of the demagnetizing distortion:
a first-order line which starts at a point P,
0.268H„along the [110]axis, passes through Q on
the [111]axis, and terminates at C of the original
mean-f ield-theory diagram. For the demagnetiz-
ing fields appropriate for an iron film the distor-
tion of the phase diagram becomes enormous.
(Its original scale was determined by H„= 275 Oe
as compared with H, = 20000 Oe.) It can be en-
visioned from Fig. 2 by simply constructing flat
surfaces normal to the (110) plane which intersect
the plane to form the lines P-Q-C, P' Q' C', etc. --
One obtains in this way a flat first-order surface
separating the +II, regions. This intersects two
first-order dihedral surfaces in a line of triple
points of which P is representative. The dihedral
surfaces themselves terminate in a line of criti-
cal points. These dihedral surfaces are all that
remain of the cubic anisotropy; they reflect the
twofold symmetry of the (1f0) plane as one ro-
tates H around the direction Hd. (The cubic
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FIG. 3. (a) Magnetization of single-crystal Fe(110)
film for H ll C. 001], till], and I. 110]. First-order
transition occurs for H ii I110] at B =385+10 Oe.
(b) Magnetization of film for various angles of applied
field from [110] in (1IO) plane.

FIG. 2. Intersection of mean-field phase diagram and

(1IO) plane. Bold lines indicate first-order phase
boundaries and thin 1.ines indicate critical lines, for no
demagnetizing field. The dashed line is the first-order
phase boundary for the phase diagram modified by a
demagnetizing field Hz normal to (110) plane. P is a
particular triple point where surface intersects l110]
axis. The displacement of the C points away from the
trigonal axes has been purposely exaggerated to cor-
respond to the schematic distortion of Fig. 1. See line
P-Q-C in Fig. 4(a) for an accurate representation.

anisotropy terms in the direction of H„are com-
pletely suppressed by the large H„.)

To calculate the phase line P-Q-C we consider
the classic mean-field energy with fourth-order
anisotropy constant only:

E =-H. M —TK~(M„+M, +M, )/Mo .
The energy contribution of the demagnetizing
field described above is assumed to be of the form
4& (M„-M,)'. lf K, «4IIM, ' and H is to be applied
only in the (110) film plane, energy minimization
will require that M„-M, = 0. Thus we can treat
the effect of the demagnetizing field as a con-
straint which confines the moment to rotations
in the plane of the film. The magnetic energy is

then

E =- H M —Y'K, [M.'+~(Itf„+M,)']/M, '.
Minimizing this energy gives the phase line P-Q-
C of Fig. 2.

Magnetization measurements were carried out
at room temperature on a vibrating-sample mag-
netometer in fields up to 1200 Oe, applied in the
plane of the sample. Magnetization curves for
HII [001], [ill], and [110]are shown in Fig. 3(a).
For HI) [110]a discontinuity of 50% in M, occurs
at Hc =385+ 10 Oe. Figure 3(b) shows M-H curves
for the same sample as a function of the angle of
H, 80, away from the [110].The locations of first-
order transitions were determined by numerical-
ly differentiating the M-H curves and locating
peaks in the derivative functions. The first-order
transition points are plotted as an experimental
phase line, d, in Fig. 4(a). The phase line was
terminated (critical point) at that field angle for
which the derivative function exhibited only a
finite step at the critical field. The experimental
discontinuities in magnetization, ~, are shown
in Fig. 4(b), line d. The theoretical magnitudes
of the first-order discontinuities, ~, across
the phase line are shown in polar coordinates in
Fig. 4(b), line a, with use of the value K, =275
Oe." The first-order phase line and discontinui-
ties for a second sample are shown in Figs. 4(a)
and 4(b) as lines c.

Both samples exhibit the qualitative behavior
predicted by mean-field theory —large first-
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FIG. 4. (a) First-order phase boundaries in (1TO)

plane from mean-field theory with large demagnetizing
field and a, no additional uniaxial anisotropy in plane;
b, uniaxial aniaotropy in plane, E2/EC4=0. 5; and e, K2/
&4=1.0. C, C', " are critical points; P, P', I'" are
triple points on [110] axis; Q denotes location of
quadruple point from original mean-field-theory phase
diagram. Experimental phase boundaries c and d for
two samples with different growth-induced strains.
(b) Relative discontinuities in magnetization at first-
order transitions, as described in (a).

order jumps in magnetization when the field is
oriented along [110], decreasing in magnitude and
moving to larger field as the field is rotated away
from the [110], the first-order transitions termi-
nating at a critical point. However, neither sam-
ple is in quantitative agreement with the mean-
field theory predictions, lines a in Figs. 4(a) and
4(b). The fact that both samples have higher cri-
tical fields along [110]than mean-field theory
predicts indicates the presence of an additional
anisotropy energy; which lowers the energy along
[100]. The simplest possible anisotropy which
can have this effect can be represented by a uni-
axial term, -&,M,'/M, '. Lines & in Figs. 4(a)
and 4(b) show the predictions of mean-field theory
with a uniaxial anisotropy It,/K, = ~, and lines e
for K,/EC, =1.

These two samples were grown under slightly
different conditions in order to determine the ef-
fect of crystal quality upon the magnetic proper-

ties. They were characterized by high-energy
electron diffraction (HEED) and ferromagnetic
resonance (FMR). The better crystal structure
as determined by HEED gave the narrower FMR
linewidth and required a smaller value for the uni-
axial anisotropy to fit both the FMR and mag-
netization data. It is believed that the observed
uniaxial anisotropy is the result of magnetostric-
tion arising from growth-induced strain. There
is a lattice mismatch of 1.3' between GaAs and
the n-Fe lattice.

It is clear from these experimental results that
mean-field theory provides a good description of
magnetic phase transitions in a single-crystal
(110) Fe film. The most important result of this
study, however, is the crucial role played by de-
magnetizing fields. In the (110) film it enlarges
the region over which the first-order transitions

!i
occur and increases the magnitude of discontinui-
ties. It overcomes on one hand the difficulties of
critical orientation which occur with spherical
samples and, on the other hand, the difficulties
of achieving small variations of the internal field
in whiskers.

Shnidman and Domany" have proposed experi-
ments on ferromagnetic fibns to study the cross-
over predictions of the Potts model —from first-
order transitions in three dimensions to second-
order transitions in two dimensions. We expect
the choice of film geometry and resulting demag-
netizing effects to be important in such experi-
ments.

We are indebted to Amy Ryan for the care taken
in the magnetization measurements, and we
would like to thank Jim Cullen for several useful
suggestions and comments.
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ERRATA

NEW INTEHPHETATION OF THE SCALAH
PRODUCT IN HILBERT SPACE. Y. Aharonov,
D. Z. Albert, and C. K. Au [Phys. Hev. Lett. 47,
1029 (1981)].

The extreme right-hand side of the chain of
equations in Eq. (4) should read (2m) '~&(a, P~p&~'.

The right-hand side of Eq. (5) should read
exp[i(ox+ PA)] I (&

In the paragraph where Eq. (7) is found, in the
third line, the state ~x, -x, +p, p, +p~= a& should
read ~x, -x, =p, p, +p, =o&.

VELOCITY DEPENDENCE OF THE IONIZATION
PROBABILITY OF SPUTTERED ATOMS. Ming L.
Yu [Phys. Hev. Lett. 47, 1325 (1981)].

The sentence on page 1328, column 1, line 9
should read, "According to the authors of Hef. 6,
it is conceivable that the extension of the theory
to larger clusters may shift the region of strong
velocity dependence toward lower escape veloc-
ities. "

TIME-DEPENDENT VAHIATIONAL PHINCIP LE
FOR PREDICTING THE EXPECTATION VALUE
OF AN OBSERVABLE. R. Balian and M. Vene-
roni [Phys. Hev. Lett. 47, 1353 (1981)].

On page 1355, first column, the meaning of the
sentence beginning at line 26 has been reversed
by the insertion of a negation. Lines 27 and 28
should read, ".. . the best choice for D(t) does
depend in general on the observable A to be
measured at time t, ."

On page 1353, second column, line 16, A(t)
should read A. (t).
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