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It is shown that quasilinear diffusion in velocity space can fully account for the forma-
tion of a high-energy ion tail in current-driven ion-acoustic instability. The mechanism
is effective for a relatively small turbulence level, WlnT ~ 10
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In current-driven turbulent-heating experi-
ments, it is commonly observed that a high-ener-
gy tail in the ion velocity distribution is formed. '
The ion population in the tail amounts to almost
10'fq of the whole population, and the characteris-
tic temperature of the high-energy ions is com-
parable to the electron temperature. Several
mechanisms have been proposed to explain this
phenomenon, including resonance broadening' and
ion trapping, ' which are higher-order nonlinear
effects than the quasilinear effects. Little atten-
tion has been paid in the past to this lowest-order
nonlinear effect. Recently, we have shown4 that
even the strong Buneman instability is successful-
ly explained by the "generalized" quasilinear
theory, provided that mode coupling is properly
included.

In this note, we reexamine the mechanism of
high-energy ion-tail formation strictly in terms
of quasilinear theory. The results are in excel-
lent agreement with those found in a recent com-
puter simulation. ' We consider a uniform, colli-
sionless, unmagnetized plasma in which a con-
stant current generates ion-acoustic instability.

For simplicity, we assume that the electrons

n, '=(32m)' ' ~ ~ Q
dT V' k CO
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maintain a Maxwellian structure

m 'i' m(v —V, )'
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where V~ (a constant) is the drift velocity and T,
is the electron temperature. This Maxwellian
assumption' can be justified if we note that the
electron correlation time in ion-acoustic waves
is practically the electron plasma period, 1/to~,
which makes it impossible for the electrons to be
trapped by the ion-acoustic waves, and the distri-
bution of electrons can become rapidly Maxwelli-
an. The time-dependent electron temperature
takes into account the turbulent heating caused by
the anomalous resistivity. It is straightforward
to show that for the electrons the nonresonant
interaction with waves is negligible compared
with the resonant interaction if the growth rate
of the unstable mode yk satisfies the condition
y„«kv„where v, =(2T,/m)'i2 is the electron
thermal velocity. Thus, using the quasilinear
equation

k

we obtain the equation which governs the tempo-
ral change of the electron temperature in a form

(2)
where g»= I E~~ /16m is a spectral energy density associated with the electric field fluctuation, kD„ is
the electron Debye wave number kD, =(4sn,e'/T, )'~', and to~ =(4mn, e'/m)' ' is the electron plasma fre-
quency. The oscillation frequency +k can be determined from the real part of the dielectric response
function,

(3)

The ion distribution function f, (v, t) evolves according to the quasilinear equation

Bf, 8se' B. y„(t ) Bf,
Bt M2
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with
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where w~, is the plasma frequency of particle
species s.

Equations (1)-(5) complete the description of
the time development of the system. We have
numerically solved these simultaneous differ-
ential equations assuming that initially, electrons
and ions obey Maxwellian distribution functions,

m " m(v- V)' '

f, (t=0) = exp—
eO eO

(
M )'

(
Mu')

where T„is the initial temperature of species s.
Figures 1-3 show the results obtained for a typi-
cal set of plasma parameters, T,,/T„=0.01, V„/
v, = 0.2, Q h„ /n T,o = 10 ', M/m = 1836, and twenty
modes (k values) equally" spaced between k, =k, /
10 and k»=2k„where k,'=kD„'/2. The wave
numbers are chosen such that the several modes
can be included around the fastest-growing mode.
As the instability evolves, the electrons are heat-
ed, and the growth-rate profile can vary with
time. The time evolution of the ion distribution
function is shown in Fig. 1. The high-energy ion
tail formation can be clearly seen. The tail ex-
tends toward higher energy with time and it is
apparent that a significant number of ions diffuse
toward the ion-acoustic velocity by ~~,.t = 60. The
development of a two-temperature distribution is
characterized by its relatively cold bulk ions
(T„=0.022 T, «T, ) and high-energy tail whose

l.o

temperature is almost the electron temperature,
T,.„=0.82T,. The evolution of the k spectrum is
shown in Fig. 2. The spectrum grows around k
= k, =k D„/W2, the initial fastest growing mode,
with a slight shift to a larger value of k, since
the Debye wave number kD, becomes smaller be-
cause of turbulent electron heating. The cutoff of
the spectrum at larger k values is due to the ion
Landau damping. We expect that from the forma-
tion of the ion tail the interaction between waves
and ions starts to play an important role and to
cause the quenching of the instability. As is
shown in Fig. 3, the growth of the instability be-
comes slower (no saturation state is attained in
our computation time), although the electrons are
continuously heated.

The analytical model can be checked by follow-
ing the phase trajectories of test ions placed in
the growing field obtained from the analytical
model. This method has been used in our pre-
vious work on Buneman instability. 4 The equation
of motion

— exp( f y„dt') cos(kx — ur, dt'+ y„),
ez, (0)

where y~ is a random phase, can be integrated
to follow the ion trajectory in the phase space.
The results are shown in Fig. 4 for 10' particles.
During the early time, up to (=40~~,. ', ion heat-
ing can hardly be seen. However, after t = 50~~,. ',

a small fraction of particles in the space-aver-
aged ion distribution extends to larger velocities,
reaching or even ex'ceeding the ion acoustic ve-
locity C~. Since we have employed a rather
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FIG. 1. Time development of ion energy distribution.
P~/m= j.836, (T, /T, ), , =O.OX, V„=o.a(ZT„/ )' ', and
s'(0)/nr„=&0 '.
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FIG. 2. Time evolution of wave spectrum.
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FIG. 3. Wave energy and electron temperature as a
function of time.
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small number of test particles, it is not possible
to do a quantitative comparison between the ana-
lytic model and the trajectory calculation. How-

ever, the behavior of test particles is in qualita-
tive agreement with the analytical model as can
be clearly seen.

To clarify the role played by the ions through
resonant and nonresonant interaction with waves,
we replace Eq. (4) by
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in the resonant region (&uk=kv) of velocity space
and

8me2 Yk
DER M2 E k(t)

( kv)2

in the nonresonant region (1 ~k-kvl » yk) of veloc-
ity space. The set of equations (1)-(3), (5), and

(6) has been solved numerically by using the ap-
proximations
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FIG. 4. Ion distribution in phase space and spatially
averaged distribution. function.
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The small parameter g is chosen to join the dif-

fusion coefficients of the resonant part and the
nonresonant part at 1u /k —v1=2q. First, we
suppress the resonant term artifically to see the
effect caused by the nonresonant diffusion. The
solution, which includes both effects of resonant
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and nonresonant diffusion, is then calculated. It
should be noted that the wave spectrum employed
in our ana, lysis contains a, wide range in k space
and there exist waves with small phase velocity,
e.g. , mph

= u~/&= 0.6C, for h =h,o, which can di-
rectly interact with ions. We find that the non-
resonant diffusion is essential for the ion-tail
formation. It is the nonresonant quasilinear dif-
fusion that brings a small portion of ions into the
ion-acoustic velocity range. Once an ion tail is
formed by the nonresonant diffusion, the resonant
interaction pulls more ions from the bulk into
the tail.

In conclusion, we have found that quasilinear
diffusion in velocity space is sufficient to explain
the mechanism of high-energy ion-tail formation
in current-driven ion-acoustic instability. The
nonresonant quasilinear diffusion plays an im-
portant role in the early stage, and later both
nonresonant diffusion mechanisms become im-
portant.
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The vibrational excitations, both in the Si-bulk band mode region and above it at the
impurity centers in the various configurations for the a-Si:F and a —Si:(F,H) alloys, have
been obtained by using a cluster Bethe-lattice method. The predicted frequencies are in
excellent agreement with the available experimental data.
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Amorphous silicon (a-Si) is well known to be a
very promising material for low-cost solar cells
and field-effect transistors (FET's) for display
panels. Hydrogenated a-Si can be substitution-
ally doped, in contrast to a-Si, but the doping ef-
ficiency is much smaller because of, in part, the
presence of the appreciable density of localized

states in the energy gap of' a-Si; however, this
density is reduced by the incorporation of hydro-
gen, but not completely removed. Madan a,nd co-
workers' have reported that the addition of fluo-
rine to a-Si:H increases the doping efficiency of
the material, and also that the a-Si:(F,H) alloys
have much better thermal and mechanical stabil-


