VOLUME 46, NUMBER 1

PHYSICAL REVIEW LETTERS

5 JANUARY 1981

R. N. Bhatt, Phys. Rev. Lett. 45, 1723 (1980).
N. F. Mott, Philos. Mag. 26, 1015 (1972).
®N. F. Mott, J. Non-Cryst. Solids 1, 1 (1968).
‘wW. L. McMillan, to be published.
105, L. Altshuler and A. G. Aronov, Solid State Com-

mun. 36, 115 (1979), and Zh. Eksp. Teor. Fiz. 77,
2028 (1979) [Sov. Phys. JETP 50, 968 (1979)], and
Pis’ma Zh. Eksp. Teor. Fiz. 30, 514 (1979) [JETP Lett.
30, 482 (1979)].

Uy, L. McMillan and J. M. Mochel, to be published.

Possible Coexisting Superconducting and Magnetic States

H. S. Greenside
Princeton Univevrsity, Princeton, New Jevsey 08540

and

E. I. Blount and C. M. Varma
Bell Labovatovies, Muvrvay Hill, New Jersey 07974
(Received 20 October 1980)

The free energy is calculated for the various phases possible in a superconductor con-
taining a periodic array of magnetic ions with ferromagnetic interactions. Suggestions
are made for experimental observation of coexisting superconductivity and long-range

magnetic order.
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Recent discoveries' of superconducting com-
pounds that contain a lattice of magnetic rare-
earth ions have raised anew the questions of in-
teraction of superconductivity and magnetism.?

There are two principal interactions of the mag-
netization M with the superconducting order pa~
rameter ¥. One is the direct interaction of M
with ¢ due to spin-flip scattering of conduction
electrons and the magnetic moments, giving rise
to leading terms in the free-energy of the form

Fiip =n.l MI2| 2 +n,] vMI2| p]2, (1)
7, can be shown® to be =J?/T E;=T 1y /T, and
Ny~ &%, where T, is the magnetic transition

]

F,M,A) = [a®r[2al 9|2 +30] 14 4| (v = iv,A)p|2 + B?/87 +3a|MI* +38IMI* +3+2 vM[* - B - M],

where a =a,(T = T,)/T., @ =a,(T =T ,")/T", b,
=n%/2m, and v,=2¢/fic. The free-energy density
of the superconducting phase, | ¢|#0 and B =M =0,
is

@)

while the free-energy density of the ferromagnet-
ic phase with | ¢| =0 is

Fpy=- (41 - a)?/48,
for T<T,°=T , (1+41/a,).

F,=-a?/4b, for T<T,,

)

We are interested in the situation where T',,°
< T,.,. Also, for situations of experimental inter-

temperature, T, is the superconductiﬂg transition
temperature, J is the exchange energy of conduc-
tion electrons with the magnetic moments, and &
is the superconducting coherence length. The
other effect arises through the coupling of ¥ to N
the electromagnetic field B and the coupling of B
to M. A dimensionless measure of the latter coup-
ling is simply 47 If Tmag/Tc << 47, the first effect
is much less important than the second. The sec-
ond effect does not occur for antiferromagnets.
Experimentally, nothing very remarkable seems
to happen in antiferromagnetic superconductors
below the Néel temperature.

Ignoring the effects of spin-flip scattering, the
free energy of an isotropic magnetic supercon-
ductor is*

)

est,

4 =[FFM/F3]T=0 (5)
is about 5x10?%, as may be deduced from specific
heat measurements® and/or the thermodynamic
critical field® and considerations of spin entropy.
Kuper, Revzen, and Ron’ chose to estimate ¢
from ab initio considerations and, in disagree-
ment with the experimentally deduced value,
found it to be about 10. This seriously affects
the consideration of the relative stability of the
various phases.
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The superconducting state was found* to be un-
stable at a temperature

T =T, (1= @n)"2(/))/ (@, +4)] (6)

to a phase with superconductivity preserved and
transverse oscillatory magnetization and electro-
magnetic field. If the polarization is circular,
we have a spival magnetic structure of a wave
vector g, given by*®

q,> =@ /¥y % =\ (1)

where X = (87p 2| ¥|2)” 12 is the London penetra-
tion depth. In the spiral phase |¢| is uniform and
the free-energy density is

Fop(19]) == x"2(g,)/48 +zal 9|2 +3b] %, ®)
where
X tg,) =a —4n[1 - (1/87)2(/x)]2. (9)

Equation (8) must further be minimized with re-
spect to | ¢|; this is done numerically.

The circularly polarized state (spiral) will al-
ways be preferred over a linearly polarized state
in an isotropic medium. At T, however, they
are degenerate and magnetic anisotropy may pre-
fer the linearly polarized state. The equations

|

a (. alyl > _ 2
ra7<r )= +Q21<pl +2p0(a|¢| +b|¢|3),
d dM ,
d%<’rg7)=2d_-3+4ﬂ707<270P0Ql¢'|2—7_dr_.>’

aM

% d%<r Zi—;,—)=r(aM+BM3) ML

2
7o dr

describing a state linearly polarized along the x
axis may be obtained by minimizing Eq. (2) with
respect to [¥(z)|, the magnetization M,(z), and
the vector potential A ,(z):

2p,d°| Pl/d2* = (@ +2p, v *| A, 1)) +0 3%, (10)
d?A,/dz? =81p,r2|Y|?A, - 4ndM , Jdz, (11)
Y2d®M, /dz® =aM +BM?® +dA, /dz., (12)

These nonlinear equations are solved numerical-
ly in the interval (0,Zp) with periodic boundary
conditions. The resulting solutions are inserted
back into Eq. (2) and the free energy is minimized
with respect to the period Zp.

Another possible coexisting magnetic and super-
conducting state®”*° is the spontaneous vortex
state—an analog of the Abrikosov vortex state in
ordinary type-II superconductors in the presence
of an external field. No external field is required
—the magnetization in the sample self-consistent-
ly generates the requisite magnetic field. The
vortices are assumed to form a hexagonal, two-
dimensional lattice. The hexagonal unit cell, con-
taining one flux quantum, may be approximated
with good accuracy by a cylinder of radius 7,,.

We then consider Eq. (2) in cylindrical coordi-
nates (r,0,2) inside this cylinder. The variation-
al equations describing this vortex state are

(13)

(14)

(15)

where Q(») =1 -7,7A(r). The boundary conditions
at » =0 are [¥| =0, dM/dr =0, and Q(0)=1; and at » '
=7,, they are d|y| /dv =0, dM/dr =0, and @ =0.
Interaction between the vortices is automatically
included through the boundary conditions. The
free energy is minimized as a function of 7,
which gives the equilibrium density of vortices.
Now we compare the free energy of the vari-
ous possible phases.'® We plot in Figs. 1-3 the
free energies normalized to IFFM+FS| as a func-
tion of temperature for various values of the pa-
rameters. In Fig. 4, we plot the periods of the
coexisting magnetic-superconducting states as a
function of temperature. The important parame-
ters are ¢, A/y, and A/&. For the last we take a
value = 10 as representative of the materials un-
der discussion, which are strongly type II in the
pure superconducting phase: H./H. > 1.° The

50

spiral, the linearly polarized, and the spontane-
ous vortex phases all preserve superconductivity
—this is what favors them with respect to the fer-
romagnetic phase. What hurts them primarily

are the gradients of M and ¥. The following physi-
cal points are evident in the numerical calcula~
tions:

(1) The spiral phase has the smaller M* term
and the smaller gradient energy when compared
with the linearly polarized phase and therefore
has the lower free energy for all temperatures.

(2) The crossover from the spiral to the ferro-
magnetic state occurs at a temperature AT, be-
low T,° calculated earlier® to be

ATm = g- 1/2Tm0.

(3) The free energy of the spiral and the linear-
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FIG. 1. Comparison of the calculated free energy
of the various phases discussed in the text for a va-
riety of physical parameters. FM denotes the pure
ferromagnet, S the pure superconductor, SP the spiral
phase, LP the linearly polarized phase, and V the
spontaneous vortex phase. Note that the way the free
energies are normalized, a curve lying higher denotes
a phase with the lower free energy.
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FIG. 2. As for Fig. 1, but with different ¢.
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FIG. 3. As for Fig. 1, but with different A/y and £.

ly polarized states are adversely affected by a
decreasing A/y. This is because (near T,) their
periods are of O((\y)'/?).

(4) The free energy (and the density of vortices)
of the spontaneous vortex phase is not noticeably
affected by A/y. In this phase, there are net M
and B fields in the sample, and the field B deter-
mines the density of the vortices. The decay
length of B is of order A just as in the Abrikosov
solution. This is directly visible from Egs. (14)
and (15), where to first order M is a constant
which leads to a length scale A for B.

(5) For T <T,, the magnetization in the spon-
taneous vortex phase is uniform and saturates at
a value M ,, which gives rise to a magnetic field
4nM ;. The full ferromagnetic energy is retained
and therefore implies that, for T'— 0, the spon-
taneous vortex state has lower free energy than
the ferromagnetic state for

Hoo/4TM g = (0 o/4TE) 2N /E> 1.

(6) As a corollary to (3) and (4), the spontane-
ous vortex phase is unstable to the other oscil-
latory states for large )/y and for fixed A/¢.

This is easy to understand. Consider the region
inside the circle of radius 7,, away from the core,
in which || is almost a constant. An uncon-
strained minimization of B and M in this region
would give oscillatory magnetizations of period

o (Ay)'’?). The constrained variation of the spon-
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FIG. 4. The period of the spiral and the linearly po-
larized phase and the radius of the circle whose area
is equal to that of the unit cell of the vortex lattice.
Note that for the dashed line £ =1000.

taneous vortex state necessarily increases the
free energy. Another way of stating the above is
to say that, because of the coupling of Band M,
the natural length scales of variation of B (and M)
are (\y)’? and not A. Thus, even for A\/£>1, a
magnetic superconductor behaves like a type-I
superconductor for (\y)'”2s £. Note that the lin-
early polarized state is the analog of the interme-
diate state of type-I superconductors.

(7) In Fig. 4 we show that the vortex spacing de-
creases strongly with decreasing temperature due
to increased flux through the sample. When this
period approaches &, the spontaneous vortex state
becomes unstable relative to the ferromagnetic
state. The rapid increase in period of the linear-
ly polarized state as the temperature is decreased
below T,, distinguishes this state from both the
spiral and vortex states, and should be tested ex-
perimentally.

For an isotropic medium and with ¢ of the order
deduced from experiment and A/y of order 102-10°
as expected, the spiral state is favored below T,
giving way eventually to a ferromagnetic state via
a first-order transition. For smaller ¢, the range
of coexistence of superconductivity and states of
long-range magnetic order increases and can per-

52

sist down to T'=0. We would highly recommend
that experiments be performed on materials with
the density of magnetic moments reduced by sub-
stitution to achieve this goal.

Magnetic anisotropy is expected to play a cru-
cial role in determining the state of lowest ener-
gy. Anisotropy has similar effects on the ferro-
magnetic, linearly polarized, and the spontaneous
vortex states. A uniaxial anisotropy favors these
over the spiral phase. Easy-basal-plane anisot-
ropy affects all the phases equally, but if there is
anisotropy within the basal plane, it again hurts
the spiral phase most. We have calculated the ef-
fect of an easy axis anisotropy, replacing a|M/(?
in Eq. (2) by oM % +a.(M,%+M,?). The spiral
phase then acquires an elliptic polarization. For
¢ =10% and \/y =102, we find that at T/T, =0.91,
the linearly polarized phase is favored over the
spiral phase when @ /a,2 1.8. For cubic crys-
tals,' the important anisotropy to consider is in
the M* terms. It again hurts the spiral phase
while affecting the others equally. Taking into
account our calculated free energies, it seems
likely that the spiral state is the preferred co-
existing magnetic~superconducting state if anisot-
ropy is small. For significant magnetic anisotro-
pies, the linearly polarized state is the preferred
state for T not too far below T',, and the vortex
state is the preferred state at the lowest temper-
atures. The preference for the vortex state in-
creases for smaller A/y. Experimentally, the
prediction of oscillatory magnetization critical
fluctuations® and possibly coexisting phases ap-
pears to be fulfilled.'?:!3
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computer program for numerically integrating
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Electronic Raman scattering on shallow donors in semiconductors is enormously en-
hanced when the incident photon energy approaches the fundamental exciton region. This
excitonic resonance was observed for the first time and it was found that opeg = 5% 10”14
cm? for CdTe and GaAs in the » = 2 free-exciton resonance. The enhancement of = 101°
over off-resonance excitation and the peculiar » =2 exciton predominance are well de~
scribed in a model of exciton-polariton—mediated light scattering.

PACS numbers:

The inelastic scattering of light by low-lying
electronic excitations in solids—electronic
Raman scattering (ERS)—has been thoroughly
investigated in various configurations since its
proposal by Elliott and Loudon.! Donor and ac-
ceptor excitations in GaP and Si have been stud-
ied® with fixed incident-light frequencies w; off
resonance, i.e., far below the fundamental band
gap E,, and extremely small scattering cross
sections o of ~1072° ¢cm? were found, The scat-
tering was described in a second-ovdey-periuyr-
bation treatment involving interband transitions
between one-electron states in valence and con-
duction bands and reasonable qualitative agree-
ment between theoretical cross sections and ex-
periment was found. Later, Burstein, Pinczuk,
and Buchner? discussed the relative importance

71.36.+c, 71.55.Fr, 78.30.Gt

of thivd-ovder processes for ERS in the context
of resonant light scattering by collective carrier
excitations. More recently, Yu studied ERS in
relatively highly doped CdS (N ;=10 cm~3) with
w; below the fundamental exciton.* A weak reso-
nant enhancement of <10 in efficiency was found
below the I, bound-exciton level and was attribut-
ed to resonant interband terms in a perturbation
scheme. To our knowledge, the effects of elec-
tron-hole correlation and exciton-polariton—-
mediated resonances on ERS have been neither
observed nor discussed up to now.

We report in this Letter the first experimental
observation of an enormous resonance enhance-
ment of ERS on shallow donors in semiconduc-
tors by a factor of ~10'° in 0, when w; is tuned
into the fundamental exciton region. We give an
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