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We have also studied the effects on the calcu-
lated eigendefects of making various approxima-
tions to different terms in the potential in the ra-
dial Eqs. (6) and (7). For example, even though
the contribution y, (3d, 3d~r) from the nonspherical
charge density is relatively small compared with
V„and even though the potentials for different
atomic configurations differ only slightly from
each other, it is very important to take these dif-
ferences into account. Similarly, we find that
the use of the Herman-Skillman potential" in-
stead of the Hedin-Lundqvist approximation (with
self-consistent, self-energy correction) gives
significant errors f(10—30)Vo] in quantum defects
(modulo 1) even for weakly interacting triplet
channels.

The relatively simple method used here may be
useful for calculating accurate photoionization
cross sections as well as for calculating excited
bound-state energies for open-shell atoms.

We wish to thank J. F. Janak for helpful discus-
sions and D. E. Eastman and J. J. Wynne for crit-
ical comments.

On leave from Tata Institute of Fundamental Re-
search, Bombay, India.

J. A. Armstrong, J. J. Wynne, and P. Esherick, J.
Opt. Soc. Am. 69, 211 (1979), and Phys. Rev. A 15, 180
(1977).

C. M. Brown, S. G. Tilford, and M. L. Ginter, J.
Opt. Soc. Am. 63, 1454 (1973); W. R. S. Garton and F. S.
Tomkins, Astrophys. J. 158, 1219 (1969).

M. J. Seaton, Proc. Phys. Soc. 88, 801 (1966); M. J.
Seaton, Comments At. Mol. Phys. D 2, 37 (1970), and
references therein.

U. Fano, J. Opt. Soc. Am. 65, 979 (1975); C. Greene,
U. Fano, and G. Strinati, Phys. Rev. A 19, 1485 (1979).

C. H. Greene, Phys. Rev. A 20, 656 (1979); C. M.
Lee, Phys. Rev. A 10, 584 {1974).

L. Hedin and B. I. Lundqvist, J. Phys. C 4, 2064
(1971).

J. F. Janak, to be published; J. P. Perdew, Chem.
Phys. Lett. 64, 127 (1979).

I. C. Percival and M. J. Seaton, Proc. Cambridge
Philos. Soc. ~3, 654 (1957).

K. Smith, The Calculation of Atomic Collision Process
(Wiley, New York, 1972); M. J. Seaton. , J. Phys. B 11,
4067 (1978); P. B.Burke and M. J. Seaton, in Methods
of Computational Physics, edited by B.Alder, S. Fern-
bach, and M. Rotenberg (Academic, New York, 1971),
Vol. 10.

F. Herman and S. Skillman, Atomic Structure Calcu-
lations (Prentice-Hall, Englewood Cliff, New Jersey,
1963).

li C. E. Moore, Atomic Energy Levels, National Bur-
eau of Standards Circular No. 467 {U. S. GPO, Wash-
ington, D. C. , 1949, 1952, and 1958), Vols. 1-3.

Calculation of Turbulent Diffusion for the Chirikov-Taylor Model

A. B. Rechester
Plasma Pusion Cente~, Massachusetts institute of Technology, Cambridge, Massachusetts 02139

and

R. B. White
Plasma Physics Laboratory, Princeton University, Princeton, Nero Jersey 08540

(Received 6 February 1980)

A probabilistic method for the solution of the Vlasov equation has been applied to the
Chirikov-Taylor model. The analytical solutions for the probability function and its sec-
ond velocity moment have been obtained. Good agreement between the theory and numer-
ical computations has been found.

PACS numbers: 52.35.Fp, 41.70.+ t, 52.20.Dq

The purpose of this Letter is to present an
analytical solution for the Chirikov- Taylor mod-
el." This model has been studied extensively
in the last ten years in reference to many differ-
ent plasma physics problems. ' ' Such an inter-
est is due to the fact that this simple model ex-
hibits chaotic or turbulent dynamics manifested
in the region above the so-called stochastic tran-

sition. "We mill introduce the method of solu-
tion and the underlying physical arguments through
the differential equation which describes the mo-
tion of charged particles in a field of electrostat-
ic plane waves. The equation of motion is

p, d'x/dt '= eZ(x, t),

where p, is the mass, e is the charge of the par-
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ticle, and the electric field is given by the equa-
tion

E(x, t) = QE „exp[i(k~ —&u „t) ]+c.c. (2)

We assume here periodic boundary conditions in
the interval Q-x~a, k =2))m/a, m integer, and
a discrete spectrum in co. Consider the case

k„=(2~/a) 5,„(u„=u),n

with n=0, +1, +2, . . . , +N, and E, „=ED/2i is con-
stant. The symbol 0 „ is a Kronecker function.
With use of dimensionless variables by rescaling
distance with a/27)' and time with 2m/m, Eq. (1)
takes the form

dx/dt = v

scribed by Eqs. (4) and (5). Qn the other hand,
there are always some processes which are not
included in these equations, including small er-
rors introduced in a numerical solution. In spite
of being very small they do play an important role
in the limit of large times as we will see later.
A simple way of modeling such effects is to intro-
duce a random velocity term in Eq. (4) or a ran-
dom force term in Eq. (5). We have done these
numerically. From the analytic point of view, it
is more convenient to treat these as additional
spatial or velocity diffusion terms in the Vlasov
equation. The analysis happens to be much easier
for the case of spatial diffusion. The Vlasov equa-
tion in this case takes the form:

dv . sin[)Tt(2N + 1)]= 6 s111X
dt sin&t (5)

~P ~P d ~P 0 ~'P—+ 'U —+ ———— — —0
~t @c dt ~~ 2 %'

and e=(2 7))'E,e /ace, 'p, N»1.
Consider the phase space (x, v) and introduce

the initial distribution of phase-space points
f(x, v, t= 0). The time evolution of f is described
by a Vlasov equation

Bf Bf dv Bf 0
dt ~6

This is just a continuity equation of phase-space
flow. This flow is deterministic, that is, the
position of every point can be predicted uniquely
for an arbitrary large time t. Because of the
complicated nonlinear character of Eq. (5), some
phase-space points which are initially separated
can come arbitrarily close to each other if the
time of evolution is long enough. This implies
that Vf can become arbitrarily large because
phase-space density is conserved along the orbits
(Liouville theorem). We may say that long-time
solutions are intrinsically singular. This is why
it is impossible to find an analytic solution of the
Vlasov equation even for the simple motion de-

P(x, v, 2 + 0) = P(x, v + e slnx, i —0) . (9)

Here i is an integer and +0 is an arbitrary small
number. Evolution in the interval i+ 0 & t & i+ 1 —0
is given by the formula

Thus the deterministic description given by the
Vlasov equation is substituted by a probabilistic
one with probability function P(x, v, t), which we
normalize to unity. We consider v« l. As we
will see later it is the diffusion which resolves
the singular nature of the long-time solutions of
the Vlasov equation. The effect of weak diffusion
has been discussed qualitatively for the similar
problem of electron heat transport in tokamaks
with destroyed magnetic surfaces. ' The initial
condition for P we take of the form

P(x, v, 0) = (2m) ' 5(v —v, ) .
The Chirikov- Taylor model corresponds to the

limit N- ~. Then sin[mt(2N+1)]/sin(wt) can be
approximated by P; (t —i)

Consider now the time evolution of the probabil-
ity function P. In the interval i —0 &t &i+ 0 it can
be written as

P(x, v, t) = J dvi f G(x —xi, v, vi, t —ti)P(xi, vi ti)d)x),

where G is a solution of the equation

~G ~G v 0 G
~t 2 ~x
—+v —— = D(x-x )B(v —v )5(t —t )1 1

(10)

9()—) )))(v —v, ) " [x —x, —v() —),) + 2ttn)'

)[2mc(t- t )]"' 2v(t —t,)
(12)

Here 6)(t) is the Heaviside function.
The summation appears because of the periodic boundary conditions in the interval 0 x ~2m. We can



VOLUME 44, NUMBER 24 PHYSICAL REVIEW LETTERS 16 JUNz 1980

now write a formal solution to Eq. (7) for initial probability given by Eq. (8) for arbitrary time t (for
simplicity, we consider t= T, a, large integer):

m ~ T-1 2

P(xr, v, T) = p ~ ~ ~ p Q (2 )'&, —f](v —v, —Sr)exp[ —2v ' p (x, —x, , —v, —S, , +2vn, )'],
T 1 2 =1

S,= e P sinx~.
P =0

It is easy to check by direct integration that P(x, v, T) is correctly normalized,

J dvJ dxP(x, v, T) = l.
To calculate the diffusion rate we use the formula

D= lim [(2T) ' J J (v —v,)'P(x, v, T)dxdv].
CO

(i4)

With the use of the identity

(27]o)~' g exp- (y + 2]]n)' 1
2(x 2&

exp( ——,'o m'+ imy)
n=-~ m

we can write Eq. (15) as

1 2 7f

D= lim g p n 2
8 vvvp 5]—'vm, 'vim, ]v, —v, , —v —S, ,)]).--2T-, = i 0 0 &=1

j
S~ = EPsinx'p.

P =0

(17)

In the case m, =0 the calculations are trivial
and we find

exp(+iz sinx) = g J„(z)exp(+inx) . (i9)

Here J„(z) are Bessel functions and z&0.
If we make use of Eq. (19), it is easy to see

that the series in Eq. (17) involves products of
Bessel functions. In the region of large e the
Bessel functions decay as 1/ve so that we can
keep just a few low-order terms in Eq. (17). The
expression obtained for D is

D= —,'e'[ —,
' —J2(e)e ' —J,'(e)e '+ J, '(e)e "],(20)

which is obtained from Eq. (17) from those terms
]

in which two or three of the m,. g0, and all others
are zero. The J, term arises from terms with

m, =+1, m, , = —m» l=2, 3, . . . , T. The J,' term
is similar, with m, ,= -m» l=3, 4, . . . , T,
the J,' term comes from m, = +1, m, , = —2m»
m, ,= m» l = 3, 4, .. . , T. We have neglected
pr oducts involving three or mor e Bess el func-
tions. Our numerical computations suggest that

Do] = e'/4.

This case corresponds to the random-phase ap-
proximation often made in quasilinear theory. To
evaluate D for m, &0, we make use of the identity

— ~1 —2e ' — cos (2i)

Thus D approaches D« in the limit e -& 1; the
usual quasilinear limit corresponds to e —~. We
recall here that the spectrum of ~ is assumed to
be continuous in quasilinear theory. Within our
model a continuous spectrum can be achieved by
considering the limit ~0-0. Then in order that
the power density per unit frequency bandwidth
remain constant we need to rescale E0-w0' '-0
and e-u), ' '-~ [see Eq (5)].

The contribution to D from terms with m, g0
can be comparable to or even bigger than D~L for
some values of e (see also Fig. 1). This could
have practical implications especially for the
problems of radiofrequency heating. ' We will
address this question in future publications.

! convergence of the series approximated by Eq.
(20) in the region e»1 is much faster than that
due simply to the exponential factors exp( —zom, ').
The possible relation between this fast conver-
gence and exponential orbit divergence for Eqs.
(4) and (5) which takes place in the region e»1
(the so called stochastic instability" ) has not yet
been examined. The leading asymptotic terms in
Eq. (20) are
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Hizanidis' and pointed out to the present authors.
We also note from this figure that D approaches
D&L in the limit of large c. Also plotted on Fig. 1
is the function given by Eq. (20). It is clear that
there is good agreement for large e, but for e of
the order of unity we need to retain more terms
in the evaluation of Eq. (17). We think that the
method outlined may prove useful in other prob-
lems where apparently chaotic behavior arises
from deterministic equations.
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FIG. 1. The ratio of the numerically obtained diffusion
to the quasilinear value as a function of &. Here 0.=10 ~.
Also plotted is the analytic expression given by Eq. (20).

We have made extensive numerical study of
Eqs. (4) and (5), introducing a small random step
in x with a normal distribution of mean o; Some
of the results of these computations are shown in
Fig. 1 for the case 0=10 '. To obtain sufficient
accuracy in the evaluation of D we used the num-
ber of particles N~= 3000, the fluctuations in D
behaving as 1j(N~)'~', and advancing the equations
to T= 50. We also verified that introducing a ran-
dom step in v rather than in x leads to essential-
ly the same results for small 0 and large c. The
oscillations in D/Do~ were apparently first noted
by Chirikov, ' but were independently found by
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