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Quantum Particle in One-Dimensional Potentials with Incommensurate Periods
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The energy spectrum and wave functions for a particle in periodic potentials with in-
commensurate periods are obtained analytically and reduced to specific phase trajec-
tories. The spectrum is of the devil' s-stairs type. States may be extended and local-
ized, separated by mobility edges. These results are applicable to incommensurate
linear chain structures (such as those in Hg~ gAsF) and to the fine structure of de
Haas-van Alphen oscillations.

The case of periodic potentials with incommen-
surate periods is interesting from several view-
points: (a) It is a natural intermediate case be-
tween periodicity and randomness. (b) It allows
for an explicity and physically vivid analytical
solution' ' (see, e.g. , some of the numerical so-
lutions' '). (c) It is related to electron proper-
ties of incommensurate linear structures [such
as those' "of K,pt(CN)~ 3H,O, of tetrathiaful-
valene-tetracyanoquinodimethane, of mercury
chains" in Hg, sAsF, ], and to the fine structure"
of de Haas-van Alphen and other quantum oscil-
lations in high magnetic fields.

In this Letter, I prove that incommensurate
potentials may provide extended states, and
therefore metal conductivity; localized states,
and therefore activation-type conductivity; non-
Ohmic specific-resistivity dependence on the
sample length; and metal-insulator transition.

First I elucidate the character of the spectrum
and states; then relate them to specific phase
trajectories; finally, I present the analytical so-
lution and discuss its physical consequences.

I shall demonstrate the approach to the prob-
lem on the generalized Kronig-Penny model:

("+(2m/5')(E —U)( = 0;

2mU/a'=y Q 5(x-x„), x„„-x„=a„,
oo

(2)

with a„being a periodic function of the (continuous)
variable x,

a„=f(pr), f(pr+1)=f(Pr) ) 0,
with the (irrational) period 1/P. We may assume
P &1 [as the integer part of P is of no importance
in Eq. (3) for integer r] and decompose it into a
continued fraction,

p = 1/(n, +p, ) = 1/ [n, + 1/(ns +p2)] = ...,
where 0&P„P„...&1 and n„n„... are inte-

gers. The continuous fraction represents the
process of measurement of the unit length seg-
ment with the P length segment. Suppose 1=Pn,
+PP, [and thus P = 1/(n, +P,)], i.e. , 1 contains n,
segments P and a shorter segment whose length
we denote as PP, & P. Then we measure P with
PP„which is equivalent to measuring 1 with P, :
1 = P,n, + P,P„and so P, = 1/(n, + P,), etc.

The decomposition (4) implied important physi-
cal consequences. Suppose z=~ in Eq. (2). Then

Eq. (1) provides a set of independent potential
wells with spectra

E„=m'I'p, „'/2ma„', p„= 1,2, ..., (5)

which form the continuous spectrum. By Eqs. (3)
and (5), the difference 5,E„=E„„E„is -d.eter-
mined mainly by the change 6, in the fractional
part of Pj. For adj acent r 's, 5, = P. When j =n,
[n, is from Eq. (4), then Pn, =n, /(n, +P,) =1 —P,/
(n, +P, ) =1 —PP» and thus 5„=—PP, . Similarly,
5„„+,=PP,P„etc. Thus when P, P„P„...«1,
the adjacent wells provide n, levels with 5,E cc P;
the wells separated by n, provide the splitting of
each of these levels into n, sublevels, separated
by 5„E„ccPP, ; each of the sublevels is split into
subsublevels with 5„,„E„~PP,P„etc. Thus,
there appear the devil's stairs of the levels, re-
lated to the decomposition (4). The spectrum has
a singular point at each rational P, when the num-
ber of stairs becomes finite [then finite y in Eq.
(2) widens the last stair levels into narrow bands
of the corresponding periodic potential].

Now suppose z in Eq. (2) is finite (and, e.g. ,
positive). The rth well (with x„&x&x„„)pro-
vides

g =A„' exp[i x(x -x„)]+A„exp[- tv(x -x„)],
~ = (2mE/)t2)'L'

Matching g and dg/dx at the boundary x =x„+,
between the rth and the (r+1)st wells, we ob-
tain the recurrence relations for A„and A„'. De-
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(7)

coupling them and using the displacement opera-
tor exp(Pd/d$), we obtain the infinite-order dif-
ferential equation for A„:

OA($) = 0, A($) =A(-Pr) =A„-,

IJ 2[exp(2n ip) + exp(i8) exp(- 2wi$) exp(- i8)]
—(cos8+e sin8), (8)

P
II

Q10
II

Q10

8($) = 8($ + 1)= Kf($),

p =(p/2si)d/dg, ~ =-,'y/~. (9)

Equation (9) is the "Schrodinger equation"" in
the "momentum p"-"coordinate $" space, with

P being the "Planck constant". The nature of the
solution is determined by "classical" (with re-
spect to P) "phase trajectories" (later denoted as
PT), which correspond top replaced by a num-
ber p,

cos(2') = sin(8+6)/sinA, A = arccots. (10)

Q6
I

1

Q5

Q+

Q&

Qp

The character of these PT is demonstrated in
Fig. 1. They start with localized states of closed
PT (of the n, type), which are separated by the
mobility edge (PT o.s) from the states extended in
$ of open PT (of the o., type) separated by another
mobility edge (PT n, ) from other localized states
(of the c.» n, type), some of which (of the a,
type) are separated by the mobility edge (PT o.,)
from the states (of the n, type) extended in p,
etc. Each PT is explicitly related by Eqs. (9)
and (10) to f ($), s', and y, of the initial Hamil-
tonian of Eq. (1).

The next (quasiclassical) approximation pro-
vides the Bohr quantization" '

s =(e+ '+n) P, - (11a)

where S is the area of PT, P stands for the "Planck
constant"; q is integer and lrjl(-, (for closed PT,
remote from the mobility edge, r)= 0). Quasi-
classical wave functions oscillate in the classi-
cally available region, and exponentially (with
—1/P) decay outside of this region. ""

The next approximation accounts for the inter-
action of PT due to the "particle" tunneling be-
tween them (e.g. , from a, ' to a," in Fig. 1),
similarly to the well-known magnetic breakdown. '6

A "particle", described by Eq. (7), can drift
through the whole (p, $) plane, as p and g enter
H in a symmetric way. More specifically, H
commutes with unitary "periodic coordinate"
and "periodic momentum" operators Q =e xp( 2si) /
P) and P =exp(2sip/p) =—exp(d/g). (If P = r/s
with integer r and s, then Q" and p commute
themselves. ) Thus, the Bloch theorem is valid

Qp

Q&

FIG. 1. Characteristic phase tra]ectories (PT) of
Eq. (11). The values of Kq for PT 0'q are related to 0™~

= Ky minif ($)l = KgS; Op = ~p maxlf(t)1 —= ~ps; Ag = arctan
(2K'/&) by the equations eo + 2Ap (the spectrum
startxxgpoint);, ~-2A, &0,&~ 8 -~-2A, &8,«.
7I--2A &8™ 0 &71 7I- —2A4&04 6) =m 7t —2A &05&m

& 8, 7t, 6, = 2~; 7t & 0,& 2n - 2A„271 8, 3n —2A ~

x& 0~& 27I' —2AS, 3x —2Ag& (9~& 3''; 27I' —2Aio& g(0& 2',
5' —2A&0& 0&0& 57I. In the case of ya«1 and a™&2a,the
spectrum starts with Ko = &y/a, and the mobility edges
have ~i= &y/S; «4= s/s; &&=2&/s. The picture is
periodic with P and (. Different PT with the same w

are denoted by superscripts.

for A both in coordinate and momentum repre-
sentations. This implies a very specific charac-
ter of the energy spectrum and wave functions.

Because of the periodicity of H(p, $), Eq. (7)
is an infinite-order differential equation. Its
general solution can be presented in the follow-
ing form:

A($) =A, '"(5)ci'"(5)+A,($) "(5)=~, , -(11)

where n ' and e ' are any two independent so-
lutions of Eq. (7) (e.g. , the quasiclassical ones),
and A. y Ay are arbitrary periodic functions
with the period P [which replace the arbitrary
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—(- 1)' arcsin[2X, /cosh(~o)],

o =I&l/0;

(14)

I" is the I" function. When cr» 1, then q o= exp(- vv).

constants of a finite-order differential equation
[«. Eq. (S)1.

As n (5+1) = Pci ($) is also the solution of Eq.
(7), and so, by Eq. (11),

&(h+ 1) =8(5)&(5), j ($+P) =i($).
Bloch's theorem, applied to A. ($), by virtue of
Eqs. (4), (11},and (12), provides the equation
for A.» which can be reduced to the same type of
equation as Eq. (7), but with p„A„replacing p,
A.. So, the "magnetic breakdown" between PT
implies the dependence of A, in Eq. (11) on $ and
relates this dependence to a new set of PT with
the corresponding spectrum and wave functions.
The magnetic breakdown between these new PT,
in its turn, leads to the next stair in the devil' s
stairs, and so on.

Thus, the g(x) from Eq. (6) for an arbitrary z
and x -x„ is related to A„—=A(Pr), and therefore,
on account of Bloch's theorem, to A(Pr —[Px])
(where square brackets denote the integer part),
and thus, by Eqs. (4) and (11), to A, (Pr —[Pz])
= A, (- [Pv]) = A, (- P[Pr]/P) = A, (-PP,[Pr]) (as 1/P
=n, + P, and A, has a period P), and so on. Each
of these "wave functions" has its own classical
PT and quasiclassics. For instance, quasiclassi-
cal o (Pr) is related to the period 1, and thus es-
sentially changes when r changes by ()r 1/P an-d

x [according to Eq. (2)] by 5x-a/P. At this dis-
tance, q(x) =

l
((x)l' oscillates in classically avail-

able region and exponentially decays outside it.
Quasiclassical A, (- PP, [Py]) is related to its peri-
od P, and thus essentially changes at 5r- I/PP,
and 5x- a/PP„providing the modulation of q(x),
related to 5x-a/PP, and to PT of the next stair.

The crucial differences in the Hamiltonian are
those which provide the change in the topology of
PT. For instance, a "tight-binding" equation,

—,'((„„,+(„,) + cos(2~Pr) ~ („=XP„,

has only two types of closed PT with the mobility-
edge-type PT between them. It is convenient to
demonstrate the analytical formulas with this
simple example. Here the equations for the next-
stair functions are universal and coincide with
Eq. (13) with P and X replaced by P„x„etc. The
spectrum of Eq. (13) is described' by Eq. (lla),
where

q = 2[v(lno —1) —Im lnI'( —,
' + is)]

Equation (13) also describes" a magnetic
breakdown in a high magnetic field, parallel to
a crystal symmetry axis. The devil' s-stairs-
type spectrum implies then the fine structure of
de Haas-van Alphen oscillations. '

The electronic density p(x) (described above)
determines the resistivity R. Just as in the case
of a random potential, ""localized states pro-
vide the activation resistivity, while extended
states imply the metallictype resistivity (this
may be the case" in Hg, ~AsF, ). But even in
the latter case, an infinite scale of lengths a/P,
a/PP„. . . (which is similar to the situation in a
random case) will allow for the Ohm's law p ~ L
(L is the sample length) only with the accuracy
of the devil's stair, related to L - a/P, P, . . .P»;
the higher accuracy implies oscillatory depen-
dence on L.

The change in, e.g. , the external pressure,
may change the character (localized or extended)
of the Fermi-energy state and thus provide a
metal-insulator transition.
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With use of the symmetry properties of the half-filled single-band Hubbard Hamilton-
ian, there is derived an effective Hamiltonian on a decimated lattice in which the spin
and charge operators occur explicitly. Being a generalization of the Blume-Emery-
Griffiths Hamiltonian for He -He4 mixtures, this new statistical mechanical model per-
mits one to give a preliminary discussion of the phase diagram of the correlated elec-
tron gas by establishing analogies with their results.

It is generally accepted that the metal-insulator
transition, when described exclusively on the
basis of electron correlation on a lattice with one
electron per site, is due to a competition between
the delocalizing effect of the hopping term and the
localizing effect of the on-site repulsive Coulomb
interaction as described by the Hubbard Hamil-
tonian'.

H= Qgt„c„tc,,+~,n, tn, ).
'l

~ J 0

Here c, ~ and c,, are the creation and annihila-
tion operators of an electron with spin v in a
Wannier state y;(x) at site i and n, ,= c,, c,, are
the corresponding occupation numbers. We sup-
pose that the hopping integrals t, , = t are nonzero
only for nearest-neighbor sites.

It is still an open question whether this model
is really capable of reproducing the anticipated
phase diagram, "which is expected to show at
least the following three features with the varia-

tion of the temperature: (1) a second-order phase
transition from a paramagnetic insulator to an
antiferromagnetic insulator when U is large in
comparison with the bandwidth W= 2zt (z is the
number of nearest neighbors in a simple cubic
lattice); (2) a first-order phase transition from
an antiferromagnetic insulator to a metal when U

is small in comparison with W; (3) a first-order
phase transition from a metal to a paramagnetic
insulator when U is comparable with 8'.

So far nothing conclusive has been stated in the
literature concerning the number and the nature
of the intersection points of the various coexis-
tence curves. In fact, only the first feature has
been unquestionably established since for U» W,

the Hubbard Hamiltonian becomes equivalent to
the Heisenberg Hamiltonian. ' The relevant quanti-
ties in this case are the local spin operators,
each site being occupied by one electron with ei-
ther spin up or spin down.
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