
2 JxNvxav 1978PHYSICAL REVIEW LETTERSVOLUME 40, NUMBER 1

Properties of Resonantly Heated Electron Distributions
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University of California, Lawrence Livermore Laboratory, Livermore, California 94550

(Received 24 June 1977)

Recent experiments"' have shown that reso-
nance absorption is an important process in the
absorption of intense laser light. In this Letter
we present some important features of resonant-
ly heated electrons, including their Maxwellian
character, and their dependences on laser light
intensity and background plasma temperature.
We begin with simulation results obtained vrith

the same ideal model' previously used to estab-
lish the importance of density profile steepening
and to provide estimates for the magnitude of the
absorption and its polarization and angle depen-
dence. These early results predicted the quali-
tative features of the experimentally measured
absorption (polarization dependence and broad
angular dependence) and were sufficient to pre-
dict the magnitude within a factor of ~2. Accord-
ing to a two-dimensional (2-D) particle simula-
tion code with relativistic dynamics and electro-
magnetic fields, plane light waves are propagated
from vacuum into a plasma slab. Heated elec-
trons reflect from the plasma sheath which forms
on the vacuum side and are reemitted with their
initial thermal temperature from the higher den-
sity boundary. After the density profile nonlin-
early steepens, we measured the heated electron
distribution and energy and the self-consistent
scale length at the critical density.

In order to focus on the electrons heated by
resonance absorption, we carried out a large
number of simulations with P-polarized light in-
cident at an angle of 24 deg, which is approxi-
mately the optimum angle in the steepened den-
sity profile. Figure 1(a) shows a typical heated
electron distribution which is well approximated
by a two-temperature Mmovellian. The lower en-
ergy particles simply represent the initial ther-
mal distribution which streams in from the high-
er-density plasma, and the higher-energy Max-
rvellian represents the resonantly heated elec-
trons with "temperature" Th„. This quasi-Max-
wellian form of the heated electron distribution
has been suggested by laser-plasma. experiments, '
where it is typically observed that the high-ener-

gy x rays decrease exponentially with energy.

Maxwellian heated distributions have been direct-
ly observed in experiments with microwaves and
have been attributed to electron heating by very
localized fields. ' Incidentally, we have also sim-
ulated examples of stimulated Brillouin backscat-
ter that heats ions to a Maxwellian distribution.

The local density scale length near the critical
density becomes quite steep. A crucial feature
of the scale length (L ) is its intensity dependence, '
which is shown in Fig. 1(b). As the light inten-
sity (Il, ) increases, L decreases as Ir, , where
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FIG. 1. (a) The electron distribution function, num-
ber vs energy, from a typical 2-D simulation. The
parameters are coot = 367, vz/ 0c.086 (8.8&& 10 W/cm
at X= 1.06 pm1, angle 24 deg, T, =4 keV, and T,/T; = 3.
Th« is defined as the hot slope of this distribution.
(b) The steepened scale length in XD defined with the
initial T and at the critical density vs the incident
light intensity. The parameters are T =4 keV, T /T,
= 3, and angle 24 deg. The boxes are the theoretical
prediction.

We examine in computer simulation and theory some important properties of the distri-
butions of electrons heated by resonance absorption of intense laser light. Comparison
is made with recent experiments.
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P= 0. 48+ 0. 07 in these simulations.
This intensity dependence of the steepened

scale length is important, since this scale length
indirectly controls the heated electron energies.
In particular, the dependence of the heated elec-
tron energy becomes, in general, weaker than
the square root dependence previously estimated. '
This is confirmed by simulation results. "As
shown in Fig. 2(a), the heated electron energy
measured in our simulations scales as II. , where
P=O. 39+ 0. 07. The hot temperature here is de-
fined as -', of the slope of the high-energy part of
the 2-D electron distribution, e. g. , Fig. 1(a),
Note that these are 2-D simulations and that the
heating primarily occurs in the direction of the
density gradient. If the electrons are isotropized
in angle at higher density [either by collisions
with highly stripped (high-Z) ions or by magnetic
fields due to the Weibel instability or other mag-
netic field sources] the temperature of the iso-
tropized distribution is & of the values from the
2-D simulations. Of course, the average hot-
electron energy is the same in 2-D as the hot
temperature, and in 3-D the average energy is
1.5 the temperature. Since I also depends on
the background plasma temperature &„ the heat.-.

ed electron energy will likewise depend on this
temperature. As shown in Fig. 2(b), this depen-
dence is fairly weak': Th~ ~ &,~, where y=0. 25
+ 0. 07. An empirical formula that fits Fig. 2

reasonably well is Th„= 1.2x 10 'T, '"(I~[A./(1. 06
Ium)]']'" for T, /T; = 3. Another formula that
fits well is Th« ——T, +4. 3x10 'T, '"{I~[X/(1.06
pm)]'}'". Both formulas give about the same
answers in the parameter range of the simula-
tions. However, they differ considerably at low
T, and/or low Ii where simulation is not econom-

ically feasible at this time. For high T, /T;,
our two data points in Fig. 2(b) show a shorter
scale length and lower Th„presumably due to
the lower ion pressure. Of course, the relevant
parameter in the experiment is ZT, /T;. Th„as
a function of angle is shown in Fig. 3(a).

In the simulations, the fractional absorption
(f) was nearly a constant at the different inten-
sities; i. e. , f=(47+ 10)% (less with the initial
density step condition). Most of the runs started
off with a ramp profile in which the density initial-
ly varied linearly (from 0 to 1.7)n„ in three
vacuum light wavelengths, or by a lower density
shelf plus a steep gradient to a higher density
shelf (see Ref. 3, Fig. 5). The higher intensity
simulations were rerun with an initial sharp step
profile with quasi pressure equilibrium and are
shown by the open circles in Fig. 2(a). Pressure
equilibrium was tested by starting with maximum
density too high and letting it fall down and con-
versely by starting too low and letting the maxi-
mum density increase with similar &h~'s result-
ing. The temperatures with the initial step pro-
file were initially colder, but gradually increased
to approximately (but still lower than) the values
obtained with the ramp profile as the lower den-
sity plateau established itself. 7'h„ increases
rapidly with the shelf density because of pump
swelling and longer-wavelength plasma waves
driven in that lower density region [Fig. 3(b)]. Of
course, the history of the laser pulse and hydro-
dynamic motion affect the density plateau.

We can gain insight into the physics via a very
simple model. We adopt the capacitor model (an
oscillating electric field Ed, cos, & applied to a
plasma with a linear density gradient with a scale
length L ). The amplitude of the resonantly driv-
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FIG. 2. (a) The heated electron temperature (assuming 3-D isotropization) vs the incident light intensity from a
series of 2-D simulations. The angle is 24 deg. The crosses are for T =1 keV, and the points are for T =4 keV.
The open circles are from simulations with an initial step profile with T =4 keV at early times. (b) The heated
electron temperature vs initial background plasma temperature from a series of simulations in which the angle is
24 deg, and Ii/c = 0.085.
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FlG. 8. (a) TI,o~ as a function of angle. vz/c=0. 085, T =4keV, T /T;=8. (b) Th, and fraction of light absorbed
vs lower shelf density with fixed ions. v„/c =0.085, T =-4 keV, L = 11 XU .

en plasma field (E ) and its spatial extent (f;„,)
can then be estimated in a warm-plasma, wave-
breaking limit. '0 This gives

v~ = —l. 5ve + (2. 25ve + 2~oLvg) (1)
andi;„, =2(x +3RD,), where v, is the electron
thermal velocity (T, /m, )v', &D, the electron
Debye length, V =eE„/(m~, ), x =v„/(u„and
v„=eE&/(mao). Note that these expressions re-
duce to the cold-plasma wave-breaking ones"
when the estimated thermal corrections are ne-
glected.

In this simplest model we next estimate the
steepened scale length by simply balancing the
thermal pressure with the ponderomotive pressure
of the localized plasma field; i. e., &, Bn/Bx=ne'/
(4ntaI, ') BE„3/Bx. Using BE '/Bx=E '/(l;„, ) then
gives

L = 8(x + 3)I.D, )/(v„/v, )'. (2)

Lastly, to relate the capacitor model to the situ-
ation of P-polarized light incident onto a plasma,
we balance the energy fluxes: fcE~'/8m = +ATE„'/
8, where EI. is the free-space value of the elec-
tric vector of the light and c is the speed of light.
Hence,

v, = vt. {fc/m~, L)"'. (3)
Equations (l)-(3) suffice to determine L and v

in terms of the incident light intensity, the ab-
sorption efficiency, and the background tempera-
ture. The theoretical results for L are shown by
the boxes in Fig. 1(b). Note that this very simple
model is sufficient to capture the basic physical
effect: L decreases as the intensity increases.
Indeed, the predicted intensity dependence is
nearly that observed in the simulations. This
simple model seems to overestimate the temper-
ature dependence of L. L is predicted to scale as
T,~ where 5= 1, vrhereas the simulations show a

weaker dependence on L on temperature. This
indicates that an improved model taking into ac-
count laser light pressure, heated electron pres-
sure, and plasma flow is, in general, necessary.

We can readily understand the intensity depen-
dence of Th„ in terms of the intensity dependence
of L. Again appealing to the capacitor model,
&h„~ eEdL, or in terms of the light intensity,
T~()t EgL"'. Hence, we expect That
I8=0. 26. This estimate is about 30fc lower than
the simulation results but is still in reasonable
agreement.

Lastly, recent experimental results"'" indi-
cate that the hot-electron temperature does scale
less weakly than (II.[X/(1. 06 pm)]'}v' over a
wide intensity regime. Figure 4, which is taken
from Ref. 12, shows 7'* as a function of intensity
measured in many different experiments with dif-
ferent target materials, where T* is the "temper-
ature" deduced from the slope of the high-energy
x rays. &* is a function of target material and
for a given material (Parylene) varies as I&'"
over a wide intensity regime from 10" to 10"
W/cm' (l. 06-pm light). This dependence is in
reasonable agreement with that suggested by
these ideal simulations. More importantly, this
weaker intensity dependence holds even for mod-
est intensities like 10"W/cm'. This consistent
with our interpretation that the resonantly ex-
cited plasma waves locally steepen the density
gradient, an effect which does not require a light
pressure as large as the plasma pressure.

This correlation is encouraging, but a number
of qualifications are in order. First, T & 7'h„.
LASNEX calculations" show that &* is often sig-
nificantly lower in ma, gnitude (factor of 2) than
&h„because of the space and time integrations
inherent in the measurements and also the gen-
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high density plasma back into the heating region.
Simulations show about a 25% increase in temper-
ature when the electrons make on the average two
passes through the absorption regions.

We are happy to acknowledge valuable conversa-
tions with A. B. Langdon and R. A. Haas.
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FIG. 4. The hot temperature, T*, inferred from the
high-energy x rays vs laser light intensity. Note also
the dependence on target material. This figure is from
Ref. 12.

eral features of the hot-electron transport. Sec-
ondly, we note that the values of &q„ inferred
from Fig. 2(a) are typically l. 3 to 2 times T*
shown in Ref. 12. This is also to be expected,
since in the ideal simulations we are consider-
ing the nearly optimum angle of incidence and
also a higher background temperature than may
be obtained in the experiments. Both our simu-
lations and simple model show that Tq„ is small-
er for other than optimum angles of incidence
(see Fig. 3) and also for smaller ion-electron
temperature ratios. Although the simulations
we have discussed illustrate the physics, im-
proved models for more quantitative compari-
sons must allow for (1) a distribution of angles
of incidence; (2) T, /T; and ionization states;
(3) the admixture of other absorption processes;
(4) more complex particle boundary conditions
than the one-pass model discussed here; and
(5) the lower shelf density. For example, the
larger heated temperature for the higher-~ tar-
gets is at least partly due to the fact that the heat-
ed electrons are more often reflected from the
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