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The motion of an ion in the presence of a constant magnetic field and a perpendicularly
propagating electrostatic wave with frequency several times the ion cyclotron frequency
is shown to become stochastic for fields satisfying E/Rp&4(D/w) / (w/h). This stochas-
ticity condition is independent of how close ~ is to a cyclotron harmonic. Applications of
current interest in supplementary heating of plasmas with rf power near the. lower-hybrid
frequency are suggested.

It is well known that a small- (infinitesimal-)
amplitude electrostatic wave traveling across a
constant magnetic field suffers linear damping on
the ions only if its frequency z is an exact multi-
ple of the ion cyclotron frequency, O. At finite
amplitudes of the wave, nonlinear effects become
important and we can expect that this resonance
is broadened. We show that a single wave leads
to stochastic ion motion at an amplitude which is
independent of how close & is to a cyclotron har-
monic, n. This provides a mechanism whereby
the ions in a plasma can be heated by such co-
herent waves.

There are two, physically distinct, nonlinear

mechanisms operative in this interaction. The
first consists of a transient trapping of the ions
in the potential of the wave; this leads to a rapid
heating of the ions near the lower boundary of the
stochastic region. ' The second is due to nonlin-
ear resonances that arise from the perturbed
cyclotron motion of the ions in the wave field,
and which produce stochastic ion motion in a re-
gion of ion velocity space extending from the trap-
ping region to an upper bound determined by the
field amplitude; this leads to a slower heating of
the ions up to the upper boundary of the stochastic
region.

In current schemes for the supplementary heat-
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ing of tokamak plasmas with microwave power,
wave-packet fields that propagate nearly across
the magnetic field (e.g. , lower-hybrid-resonance
cones and some of their parametrically excited
decay waves) are generated. The stochastic ion
heating mechanism we present can play an im-
portant role in such heating schemes.

Stochastic ion motion can also be caused by an
obliquely propagating wave that traps ions in the
potential wells parallel to the magnetic field. '
This mechanism is inapplicable for the wave of
interest here, which we take to propagate exact-
ly across the magnetic field.

We consider an ion in a constant magnetic field
&08 and a perpendicularly propagating electro-
static wave yE cos(ky —rA —cp). The equations of
motion are

y'+x = n cos(y - vt —y), x - y = 0,

where lengths are normalized to k ' and times to
, n=qkE/(mQ'), and v=&u/Q. The Hamilto-

nian for this system is
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H =I, + vl, —n sin[(2l, )"'sinw, -w, ], (2) W2 (b)

where (l„w,) and (l„w,) are conjugate action-an-
gle variables of the unperturbed system (a -0),
y = (2l,)'~' sinw „and x = —I, —(2l,)'I' cosw, (with-
out loss of generality, we take the constant of the
motion, x -y, to be zero). In (2) w, is the wave
phase and so H describes two harmonic oscilla-
tors, the ion in a magnetic field described by (I„
w, ) and the wave described by (l„w,), coupled by
the last term in (2).

In order to find the condition for the onset of
stochasticity we use the surface-of-section meth-
od. ' We choose the cross section defined by zvy
= m and numerically compute r= (2l,)+', the nor-
malized velocity, against w, for each crossing of
the zv, = p plane. Figure 1 shows the results of
such computations for v = 30.23, of =2.2 and 4,
and in a region of velocity space with r & v. With
e =0 the trajectories would all lie on horizontal
straight lines, since I, is a conserved quantity.
At o. =2.2 the trajectories have become quite com-
plex, many lying on chains of "islands. " The or-
der of the islands is given by the number of cyclo-
tron orbits it takes for the ion to return to the is-
land it started on. Clearly visible are chains of
fourth- and fifth-order islands. Outside the is-
lands the motion appears stochastic, but the sto-
chastic regions are separated from one another
by coherent regions, preventing the movement of
particles from one stochastic region to another
and limiting the amount of energy the particles

FIG. 1. The gq, = 7t. cross sections of phase space
for p=30.23 and (a) o. =2.2, (b) ~ =4. The trajectories
of 24 particles are followed for 300 orbits in each case.
Crosses indicate initial conditions; dots, subsequent
crossings. In (a) the numbers indicate the position of
fourth- and fifth-order islands and the order in which
they are visited. The initial conditions were picked to
illustrate the dominant features of the motion.

can gain. At n =4, the motion is stochastic over
nearly all of the region of velocity space shown
in the figure, allowing particles to be heated
through the region.

From the study of these figures and others at
different frequencies, we form the following pic-
ture of how the motion becomes stochastic: The
presence of the wave causes a nonlinear change
in the cyclotron frequency, (w,). This in turn
causes the ratio of the wave frequency to the cy-
clotron frequency to become a "simple" rational
number in certain regions of velocity space, lead-
ing to fixed points. [In Fig. I(a), for instance,
the cyclotron frequency has become v/30~ and
v/30 at the fourth- and fifth-order islands, re-
spectively. ] Around half of these fixed points, a
chain of islands forms; the other half are hyper-
bolic fixed points at the separatrices between the
islands. As is well known, "the addition of any
small perturbation to the system causes the mo-
tion in the vicinity of the separatix to become sto-
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(u,&/n, =(tv//v =p/s, (3)

chastic [see Fig. 1(a)]. At what we define to be
the "stochasticity threshold" the chains of is-
lands of various orders overlap, causing the sto-
chasticity to become much more widespread [see
Fig. 1(b)]; above this threshold appreciable heat-
ing is possible. As the field is increased two
factors contribute to the eventual overlap of the
islands. Firstly, the islands grow in size (al-
though this effect is not always visible in surface-
of-section plots because the size of the stochastic
regions surrounding the islands also increases,
eating away at the islands). Secondly, and per-
haps more significantly for our problem, islands
of different orders appear.

To find the stochasticity threshold in terms of
island overlap, we should therefore do two things:
to find out at what field the islands of various or-
ders appear, and to find out their size. As we
will see, all but first-order islands appear as the
result of an O(n') shift in the frequency. The
size of the corresponding islands is determined
by higher-order terms. The following analysis
gives the threshold for islands of various orders,
but not their size. This together with the numer-
ical simulations gives us the stochasticity thresh-
old.

The location of pth-order islands may be de-
rived analytically by finding pth-order fixed
points. These in turn are found by setting

=k =0) contributes, giving

(6)

n =
l
sin(m6)sr'l"'/n, (7)

where v =s/p+e.
In Fig. 2(b) we plot the predicted values of the

thresholds for island formation as given by (5)
and (7) for 292 &v&302, and r =47.5 (in this plot
we have allowed for the fact that y» v is not sat-
isfied), together with the numerically observed
thresholds for various v. Also given in Fig. 2(b)
are some numerically observed stochasticity
thresholds. %e observe that this threshold is in-
sensitive to 6, varying by about 20% for 6 be-
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For p = 2, there is an additional contribution when
m = s and k = 2; however, with y & v» 1 and v = n
+ —„this term is negligible, so that we use (6) in
this case also. In Fig. 2(a) we plot v/(wg as giv-
en by (6). As n is increased, the island condi-
tion, (3), is satisfied for more and more values
of s and p. The threshold for a particular chain
of higher-order islands is found by substituting
(6) in (3). Expanding in the limit x» v» 1 gives

where s and p are integers and the (time) aver-
age is performed over p cyclotron orbits (or,
equivalently, s wave periods). For first-order
islands (p = 1, s =n), (tb,) is readily found by a
Fourier transformation' of (2) with respect to ts,
and so, . Then to order n, n~, -se, is constant,
and so only one term in the Fourier sum contrib-
utes to give

(zbg = 1-n(()/Bl, )J„[(2l,) I'] sin(nts, -w, ). (4)
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To find the threshold for first-order islands we
substitute (4) in (3) and take sin(nte, -ts, ) =+ 1.
If we also asymptotically expand the Bessel func-
tion in the limit z» v, we obtain

(5)

where v=n+6. For pe 1, we transform'H to a
set of action-angle variables for which the angles
are cyclic to order o. . Then, if we are not too
close to the threshold for first-order islands,
there are contributions to II of order 0.' varying
as sin(m~~, —&tv, ), where k =0 or 2. If pg2, then
on averaging only the angle-independent term (m

0
29.5 30 30.5

Y (b)

FIG. 2. (a) Plot of R—:v/(4) —30 as given by (6) for
p= 30.23. The plusses indicate the values of x for
which (jg&) is a simple rational multiple of p. (b) The
threshold n for the formation of islands of various
orders |,'the numbers by the curves) for z = 47.5 as a
function of p. The lines give the analytically predicted
values and the crosses give the numerically observed
values. The plusses give the numerically observed
stochasticity thresholds.

552



VOLUME 39) NUMBER 9 PHYSICAL REVIEW LETTERS 29 AUcUsr 1977

200— or, in unnormalized terms,

~/B. =-,'(~/~)"'(~/k). (10)
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Our results can be used to determine what re-
gion of velocity space is stochastic for a given a.
For o. much larger than the threshold given by
(9), the upper limit may be found by inverting (8)
to give

r = (4nn)"'(2/~)"'.

The lower limit is determined by trapping' and
so is given by

r =v-v'a. (12)

0
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200
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140

FIG.. 3. (a) The limits of the stochastic region as
given by Eqs. (9), (11), and (12). The crosses give
the numerically observed values. The terms "dis-
connected stochastic" and "connected stochastic" are
used to distinguish motion of the type shown in Figs.
1(a) and 1(b), respectively. (b) Heating of a group of
50 particles with z = 20, initial velocity z= 23, and
evenly distributed phases. (c) Velocity (z) distribution
function for the particles in (b) averaged over orbits
800—1100. Normalization is such that f2mrf dr = 1.

a = ( —,'err')'"/4n. (8)

For r = v, we must go back to (4) and (6) and ex-
pand in the limit v» 1 to obtain'

a = v"'/4, (9)

tween ——,
' and &. Since the overlap of islands

causes the motion to become stochastic, an ac-
curate expression for the stochasticity threshold
is obtained merely by replacing 5 and s in (5) or
(7) by a constant [whi'ch we determine from Fig.
2(b)], while retaining the slow dependence on r
and n, giving, for x» v»1,

Figure 3(a) shows these limits for v = 30.23, to-
gether with the numerically observed values.
How an ion gains energy within the stochastic re-
gion may be illustrated by integrating the equa-
tions for a number of ions with velocities just
above the lower limit of the stochastic region
and with evenly distributed phases. In Fig. 3(b)
we plot the rms speed of 50 particles as a func-
tion of cyclotron-orbit number (which is nearly
proportional to time) for a =20 and v = 30.23. We
note that the fairly rapid initial energy gain is
followed by a slower heating. We can attribute
the initial energy gain to the effects of trapping.
Indeed, the rms velocity after the first few cyclo-
tron orbits is close to v+2''n. The slow heating
continues for longer than 1000 cyclotron orbits,
at which time the rms velocity is about 90, and
the velocity distribution function has spread over
most of the stochastic region, Fig. 3(c).

As an example, consider a wave near the lower-
hybrid frequency in a plasma with no = 10' cm ',
B,=50 kG, and T; =1keV. Taking e/0, —= v=24,
and k~ vr, /0, . = 6, we find from (10) that the thresh-
old field for stochasticity is about 5.5 keV/cm
(at this field e p'/4noT, is about 4X 10 '). The
motion becomes stochastic for particles travel-
ing at the wave phase velocity which is 4m ~,. so
that an appreciable number of tail particles is
heated. In tokamaks the lower-hybrid wave is of
finite extent, determined by the excitation struc-
ture. In this example, if the extent along B0 is
10 cm, then the ions spend about 20 cyclotron
periods in this field and can increase their ener-
gy by an amount corresponding to the trapping
width of the fields. At much higher amplitudes
of the lower-hybrid fields, the conditions for
parametric decay may also be satisfied. For the
decay waves which are of lower frequency and
shorter wavelength, the conditions for stochastic
ion heating (10) and (12) may be more readily sat-
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isfied even for ions with velocities nearer to v~,.
so that bulk ion heating can result.
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Experiments have shown that glasses, at low temperatures, possess an anomalous
specific heat above that due to the lattice vibrations. Using two parameters I fit the con-
tribution of a new excitation to the experimental specific-heat data. An experiment to
test the theory is suggested.

The low-temperature specific heat of glass has
been reported' to have an anomaly in that it is
"excessive. " This excess is above the T' depen-
dence from lattice waves that one normally finds
in crystals. Several explanations have been of-
fered for this "excess" specific heat. In one as-
signment the "excess" specific heat has been at-
tributed to localized low-frequency oscillations
of molecules at voids' or to a localized two-level
system. ' Another explanation is that the exces-
sive specific heat arises from the excitation of
defects of the dislocation type. ' In another explan-
ation Fulde and Wagner' have constructed a prop-
agator for low-lying phonons that is the basis of
a semiphenomenological model into which they
insert decay properties of these phonons. Takeno
and Goda' show a contribution from the extra den-
sity of states from rotonlike excitations. To my
knowledge there has been no experiment that un-
equivocally eliminates these explanations. I of-
fer here an explanation similar to that of Takeno
and Goda, which gives rather good agreement
with some of the experimental results and is con-
sistent with a general hypothesis concerning li-
quids and glasses that I have formulated' and with
which I have had some good success in assessing
numerous properties of liquids.

Stephens' has suggested that perhaps the pho-
non picture is not useful to describe the specific
heat and heat conductivity of glasses and has sug-
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FIG. 1. Experimental values (Bef. 7) (circles) for
lnC& as a function of temperature. Curve I is from Eq.
(2), and curve II is from AT3 fitted at T =15.147 K.
Note the departure of the experimental points from the
theoretical curve I beginning between 8 and 4'K.
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gested that another representation is needed.
Zeller and Pohl' likewise have suggested that the
anomaly in glass is specific to the amorphous
state. My treatment is consistent with both of
these points of view. In my treatment I propose
that all liquids and glasses possess a new funda-
mental excitation.

This excitation is a localized region of some-
what lower density than the host matrix. Corre-
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