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The Hubbard model is studied by employing a random-potential approximation, which
incorporates the effects of magnetic o|.dering and dynamical processes. Comparison of
our results to existing data on one-dimensional systems shows that the present approxi-
mation is very accurate over the whole range of values of the physical parameters.

Hubbard, ' in his treatment of the Hamiltonian

X Q to Eoplfo+ ~ fio Y$g a)(y Qjo

+UE&n&tn'i (1)

replaced the last term by a one-body random po-
tential

P A ~ A
Unit ni) ~ionio

where &; was taken as U or 0 with equal probabil-
ity. In Etl. (1), the sites (t ) form a lattice, c
takes two values [down (&) or up (&)], &o is a con-
stant, V&, is usually taken (for simplicity) as a
constant V when i and j are nearest neighbors
and zero otherwise, a; and ai are creation and
annihilation operators of a local state at the site
i with spin 0, and n;, =a;, a; . Subsequently, ' &i,
was taken as sU(1+/) or sU(1 —P), where g was
obtained self-consistently and was interpreted as
the size of a local moment, the ~ component of
which can take on bvo values, + p. This approa, ch

to the problem, though an improvement over the
original Hubbard treatment, misses two impor-
tant features of the model: (1) The influence of
the magnetic ordering (MO) on the electronic
properties is omitted except for the limiting cases
of perfect order or no order at all; thus, this ef-
fect is treated satisfactorily only at the extreme
temperatures, T =0 or T =~. (ii) The dynamic
processes (DP), which allow p&, to change with
time from + p to —p and vice versa, are neglect-
ed; the local moments are "frozen" in a particu-
lar configuration.

In the formalism summarized below, MO (equiv-
alent to an Ising coupling) is incorporated in a
self-consistent way, and its effect on the elec-
tronic structure is included. Furthermore, it is
argued that DP amount to replacing the Ising by
a Heisenberg coupling. With the present incor-
poration of MO and DP, one can provide strong
evidence that a satisfactory understanding of the
behavior of the Hubbard model has been achieved.

289



VOLUME 38, +UMBER 6 PHYSICAL REVIEW LETTERS 7 I'EBRUARY 1977

.20—

BLOCN TYPE
ELECTRONIC ~~~ MAGNETIC

EXCITATIONS M~m POLARONS
MAGNETIC
EXCITATION S

.15—
NORMAL METAL

.05—
'ME A A N TIFE RROMAG NE TI C

INSULATOR

0
0

I I I I

1 2 3
U/2V

FIG. 1. Diagram for the 1D Hubbard model showing
the nature of low-lying elementary excitations: At TMi
a metal-insu1ator transition takes place; and at 1'p the
local moments almost disappear,

We outline first our way of incorporating MO,
without regard to DP, which will be included
later. Because of Eq. (2), the Hubbard Hamilto-
nian has been reduced to a one-body random Ham-
iltonian. The random variables (eI,) are assumed
to have the probability distribution

6. (e,I,C.)) =26(eII —tI")5(E,I EI")

+-,'5(&II —c~ )5(e,I —eI ), (3)

with eI"=eI' =-.U(1 —p) and ~I"=e„,' =-, U(1+p)
for the half-filled ease examined here. In addi-
tion, a MO parameter P is introduced such that
P gives the probability of finding a local moment
up, given that a nearest-neighboring moment is
down. This MO is equivalent to an Ising coupling. '
Thus, the probability distribution of (e„j is char-
acterized by bvo yet-undertermined parameters
p and I'. We have developed techniques for calcu-
lating average densities of states, ' p(E), for such
random systems. Having P and p(E; II,P) one can
obtain the free energy F(&;p, P). The quantities
p and P can then be determined by minimizing
E(T;P,P). Note that P is a function of |I&o alone,
where ~, is the coupling constant of the equivalent
Ising Hamiltonian, Hi =-Jog;0;,v;„„;for the
one-dimensional (1D) case P = e S~o/(e A~o+e~~o).
Thus, for each point of the U-& plane (see Fig. 1)
we can obtain P, &„and p(E;&), and consequent-
ly determine the physical behavior of the system.

Here we describe briefly results found by apply-
ing to a 1D lattice the formalism outlined above.

The 1D system was chosen in order to check the
quantitative accuracy of our scheme against exist-
ing exact results and numerical data. Our results
for higher-dimensional lattices will be presented
elsewhere.

At T =0, we find that the system possesses per-
fect antiferromagnetic order (P =1). The moment
P increases monotonically from zero at U/2V =0
to 1 at U/2V=~; as U/2V-O, P-(16V/U) exp(-2nV/
U). The density of states exhibits a gap, E, =UP,
separating two main sub-bands consisting of Bloch
states with periodicity twice the lattice spacing.

As the temperature 1' is raised, the perfect MO
is disrupted by occasional magnetic "defects."
Electrons can be trapped around these "defects"
creating impurity" levels in the gap. These "de-
fect" states can be termed localized magnetic po-
larons. Further rise in T increases the concen-
tration of magnetic 'defects" and the magnetic po-
laron levels will be broadened to "impurity" sub-
bands in the gap; eventually these impurity "sub-
bands" merge with the main sub-bands.

For U/2V & 2, a gap around the Fermi level re-
mains for all temperatures and p is roughly 1' in-
dependent. On the other hand, for U/2V( 2, the
gap closes for &=&MI (see Fig 1); f.urthermore,
the moment JTL and the magnetic coupling ~, de-
crease with increasing T, and for T ~ T"„ they are
practically zero. For T»-„, the system behaves
as a normal metal adequately described by Har-
tree-Fock, Bloch states. For &Mi & & -&p we
have a metal (in the sense that pF & 0), but a pe-
culiar one with the states around EF being not of
the Bloch type but rather of the magnetic polaron
type; furthermore, the density of states around
EF exhibits considerable structure. We can char-
acterize the behavior of our system for U/2V ( 2

by saying that the low-lying elementary excita-
tions are magnetic for low T and electronic (Bloch-
type) for high T; for intermediate temperatures,
they are magnetic polarons, i.e., a mixture of the
two. Thus, a continuous transformation of the
lcnv-lying elementary excitations takes place with
increasing T. This discussion is summarized in
Fig. 1.

We now briefly consider how DP modify the
above picture. DP allow the local moment at a
site i to change from P to -7 (or vice versa); at
the same time the local moment at another site j
should change from —P to P (or vice versa) to
conserve the & component of the total spin. This
process can be described by a Hamiltonizn of the
form &K=+;,t„o o, , where o and o, are the
usual Pauli matrices. Thus, the incorporation
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FIG. 2. The ground-state energy per electron for a
half-filled 1D Hubbard model.

of DP is equivalent to adding && to our random
Hamiltonian; the Ising part of the latter, HI
=-J,g»a„o»„, , will be transformed then to a
Heisenberg part, '

HH =- Jg»o» o;+,. Let us now

examine the resulting changes in p(E; I»,P) ~ At
T =0, zero-point magnons will be present, de-
stroying the perfect magnetic ordering and creat-
ing tails around the edges of the bvo main sub-
bands; thus the gap will be reduced. The magnet-
ic polaron states appearing for T &0 will not be
localized anymore, since each magnetic "defect,"
around which the electron is trapped, can now

propagate through the crystal (as a magnon) drag-
ging the bound electron with it. Such a propaga-
tion creates a sub-band out of each impurity lev-
el. This dynamical broadening is significant only
at very low temperatures. For T & J/kB, it is
mostly masked by "thermal" broadening, i.e. ,
the creation of "impurity" sub-bands due to a
high concentration of magnetic ' defects. " These
changes in p(E;T) are expected to modify the self-
consistent values of p and 4 at low T. The change
in p is insignificant except for very low values of
U/2V (i.e., U/2V~ 1); however, we were not able
to estimate it further. On the other hand, the val-
ue of J is modified significantly due mainly to the
dynamical broadening of the "impurity" levels.

In our explicit calculations we took into account
DP to the extent of (i) replacing the Ising coupling
by the Heisenberg coupling, and (ii) renormaliz-
ing the magnetic coupling constant to a new value
J by considering the effects of dynamical broaden-
ing on the impurity levels. However, »» and p(E;T)
were left unchanged. Figure 2 shows our result

0.5 1.5
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FIG. 3. Specific heat vs temperature for a half-filled
1D Hubbard model.

for the ground-state energy E& per electron for
the 1D case together with the exact results. ' The
small discrepancy around U/2V - 2 is due to a
slight overestimate of the renormalized value of
J; the discrepancy around U/2V -0.5 is probably
due to our omission of the effect of DP on p. In
Fig. 3 we display our results for the specific heat
versus T for two values of U/2V together with the
numerical data of Shiba. ' The small differences
can be possibly attributed to dynamical broaden-
ing of p(E;T). We obtained e»lually satisfactory
results for other physical quantities such as the
magnetic susceptibility, which together with other
quite interesting details concerning the behavior
of the system in the region T ~ T M» and U/2V & l
will be presented elsewhere.

In conclusion, the present approximation scheme
produces a sensible physical picture and interpre-
tation for the behavior of the Hubbard model. It
reproduces the established results at the limiting
metallic and atomic cases, and provides new in-
sight into the little-understood region around the
metal-insulator transition. The impressive quan-
titative agreement with the exact results and nu-
merical data in the 1D case strongly suggests
that the present formalism correctly incorporates
all the basic physical ingredients for the first
time.

Note that our approach can be applied straight-
forwardly to lattices of higher dimensionality and
should work even better there. Also, it can be
easily generalized to include external magnetic
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fields, static randomness, etc. Thus, it is ex-
pected to become an important theoretical tool
for studying many-body systems, especially nar-
row-band materials' (e.g. ,NiS) and impurity
bands in crystalline semiconductors.
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dc and ac plasma-density and vector-electric-field detectors on a polar orbiting satel-
lite have measured spatially confined regions of extremely large (- 2 V/m) electric fields
in the auroral zone at altitudes below 8000 km. Such regions frequently have double
structures of opposing electric fields containing characteristic and different wave spectra
internal and external to themselves. These structures are identified as paired electro-
static shocks which are associated with electrostatic ion cyclotron wave turbulence.

The S3-3 satellite was launched during the sum-
mer of 1976 into a nearly polar orbit with peri-
gee and apogee altitudes of 260 and 8050 km, re-
spectively. On-board instruments have made the
firstin situ measurements of dc electric fields
at auroral latitudes and altitudes where particle-
a~celeration, kilometric-radiation-generation,
and anomalous-resistivity processes are thought
to occur. The Berkeley experiment on this sat-
ellite measures the dc and ac plasma density and
vector electric field. It has observed spatially
confined regions of extremely large electric
fields whose structure suggests paired electro-
static shocks that may be associated with parti-
cle acceleration, auroral arc formation, and
wave production.

The electric-field detector consists of three
orthogonal pairs of separated spheres whose

measured potential differences yield three or-
thogonal components of the static or fluctuating
electric field. Four of the spheres are located
at the ends of four 18-m wire booms that are
maintained in the satellite spin plane by centrifu-
gal force. The remaining pair of spheres are ori-
ented along the vehicle spin axis on 3-m rigid
booms. By ground command, a sphere on a wire
boom may be converted from the potential-mea-
suring mode to a conventional Langmuir probe
whose collected dc and ac currents yield the plas-
ma density, temperature, and density

fluctuat-

ionss.
The magnitudes of electric fields expected at

the satellite may be estimated by extrapolating
the extensive ionospheric data in altitude by as-
suming that magnetic-field lines are electric
equipotentials. On this basis, the largest iono-
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