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contact angle will be greater than zero for T
& TJ,„. Careful measurements of adsorption iso-
therms would appear to provide the simplest
means of testing our predictions. Neutron scat-
tering experiments could, in principle, provide
a wealth of detail about n(z).

O. Maass and W. H. Barnes, Proc. Roy. Soc. London,
Ser. A 111, 224 (1926).
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See, e,g. , J. G. Dash, Films on Solid Surfaces (Aca-
demic, New York, 1975).

2C. Ebner, W. F. Saam, and D. Stroud, Phys. Rev. A

14, 2264 (1976).
3Density profiles for bulk superfluid He4 in the pre-

sence of such a potential are reported by C. Ebner and
W. F. Saam, in Proceedings of the Fourteenth Interna
tional Conference on Lou Temperature Physics, edited
by M. Krusius and M. Vuorio (American Elsevier, New

York, 1975), Vol. I, p. 447.
The potential parameters are such that the hard-

core diameter is the mean of the CO2 and argon hard-
core diameters while the van der Waals attraction is
equal to the square root of the product of the argon
and CO& van der Waals attractions. The argon interac-
tion was chosen as in Ref. 2 while the CO2 potential was
taken from J. A. Hirschfelder, C. F. Curtiss, and R. B.
Bird, Molecular Theory of Gases and Liquids (Wiley,
New York, 1954), p. 1111. Finally, n is the number
density of solid CO& at T =100 K as reported by

where n, P, y, 6, e, and the five 8 s are the variation-
al parameters. This function - exp(-uz 9/T) for small
z; it can oscillate by virtue of the power series; and,
for the case of relatively thick films, P +n„ is the den-
sity of the film, 6 is approximately its thickness, and

1/y is the width of the transition region between the
liquid film and the vapor which has density n„.

~The possibility of such a transition appears to be
hinted by L. D. Landau and E. M. Lifshitz, Statistical
Physics (Addison-Wesley, Beading, Mass. , 1969), p.
469. This material is not contained in the 1958 edition.

VM. Chester, D. F. Brewer, L. C. Yang, and K. A.
Elinger, J. Phys. C 7, 1949 (1974) present a phenomen-
ological local density-functional theory of adsorbed
films. This theory uses the pressures at which lique-
faction and solidification occur in the bulk to determine
the location of the solid-liquid and liquid-gas interfaces
in the film. The density profile of the adsorbate cannot
be found using this formalism; interestingly, however,
it predicts that a helium film adsorbed on Grafoil will
have one or two solid atomic layers at its base a, re-
sult similar to what we have found for argon on CO2.
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We have observed Shubnikov-de Haas oscillations associated with the quantum sub-
bands created in superlattices made of periodic layers of GaAs and Ga, „Al„As. By con-
trolling the periodic potential profile, a variety of sample with sub-bands of different
degrees of two-dimensionality have been prepared for investigation. The obser~red oscil-
latory behaviors agree with those predicted from the Fermi surfaces calculated theoreti-
cally on the basis of the superlattice configuration and the electron concentration.

The investigation of quantum sub-bands has
been one of the major objectives in the studies of
a semiconductor superlattice —a periodic struc-
ture made of alternating, ultrathin layers of
two semiconductors. Experiments reported to
date, "' including the recent resonant Raman scat-
tering measurements, ' have largely established
the existence of such sub-bands, their energy po-
sitions, and their influence on the dynamics of
electrons moving perpendicularly to the layers.
In this Letter, we report the first observation of
magnetoquantum oscillations (Shubnikov-de Haas

effect) in superlattices with the current flowing
in the plane of the layers. The superlattice pro-
vides a unique medium where the bandwidths of
the sub-bands can be controlled by selecting the
barrier and well thicknesses as well as the bar-
rier height. The observed oscillations manifest
the electronic sub-band structure, which becomes
increasingly two-dimensional in character as the
bandwidths is narrowed.

Figure 1 illustrates three sub-band structures
(A), (8), and (C), with a superlattlce energy
diagram shown schematically in the upper panel:
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a periodic potential of height EB and period d, con-
sisting of wells of width d, and barriers of width

d„ in the z direction. The energy in general is
given by E =h%', /2m, +E,(h,), where k and m are
the wave vector and the effective mass, respec-
tively, and the subscript t refers to quantities in
the x-y plane of the layers. For a three-dimen-
sional spherical band, E, is given by h'h, '/2m,
with m, =m, . The introduction of a superlattice
potential creates a serires of quantum sub-bands,
the two lowest in energy being E, and E, with
zone boundaries at k, =am/d and +2m/d. The en-
ergy positions and E,-k, relationships of the sub-
bands can be calculated numerically based on the
superlattice configuration by use of the Kronig-
Penney model. ' The Fermi surfaces can in turn
be calculated, once the electron concentrations
are known. Figure 1(a) shows the case of a rela-
tively weak potential, for which the E, sub-band-
width i,'s rather wide, 71.1 meV, and the projec-
tion of the Fermi surface on the t-z plane devi-
ates only slightly from a circle. An increase in
the strength of the superlattice potential enhances
this anisotropy, leading eventually to a discrete

FIG. 1. A schematic superlattice energy diagram
(upper panel), together with calculated Fermi surfaces
in the t-s plane in k space, and the densities of states.
(t refers to the x-y plane the plane of the layers. )
Three situations are illustrated, whose configurations
are described in the text The u. nits used are % in w/d

cm ', where d =d&+d2 is the period, p in 10'9 cm 3 eV ',
and E in eV.

bound state in E, and a two-dimensional sub-band
characterized by an energy-independent density-
of states and a cylindrical Fermi surface. Fig-
ure 1(b) represents the case with an extremely
narrow E, sub-band-width of 2 meV and a project-
ed Fermi surface which is essentially rectangu-
lar. The situation shown in Fig. 1(c) can be
looked upon as a composite case in that electrons
occupy both a narrow ground sub band Ey 2 3
meV, and a relatively wide second sub-band, E,
=20.2 meV. The results drawn here are based on
actual superlattice configurations of GaAs wells
and Ga, „Al„As-barriers, using m, =0.07m, and
values of E~ from the conduction-band discontinu-
ities'. (a) d, = 40 A, d, = 30 A, x = 0.16, and n = 1.4
xl0" cm '; (b) d, =90 A, d, =75 A, @=0.17, and
n =1.2x10" cm '; and (c) d, = 90 A, d, = 90 A, x
=0.11, and n =1.9X10"cm '. The electron mo-
bility in all three samples is about 1200 cm'/V
sec. These samples were grown on semi-insulat. -
ing GaAs substrates by molecular-beam epitaxy4
with a total superlattice thickness of about 2 p, m.
Both the electron concentration n and the mobility
were obtained from Hall measurements while the
thickensses and composition were determined
from calibrated growth rates. '

The percentage change of the magnetoresis-
tance, AR/R„measured at 4.2'K as a function of
magnetic field, H, is shown in Fig. 2 for sample
(C). Long-bar-shaped geometry, as illustrated
in the inset, has been used throughout the present
experiments with a typical length-to-width ratio
of 30. The current flows in the x direction while
H is applied in the y-z plane with the angle p de-
fined with respect to the y axis. It is seen that,
in the region of high angles, well-defined oscilla-
tions exist with the extremal points apparently
shifting toward high fields and gradually disap-
pearing as y is decreased. Their evanescence
at low angles reveals that there remains a dif-
ferent, albeit less pronounced, set of oscilla-
tions. Well-defined oscillations were also ob-
served in samples (A) and (B) with, however,
some significant distinctions: Only a single set
of oscillations exists; it persists for all orienta-
tions of the magnetic field with a rather weak de-
pendence in sample (A), whereas the character-
istics in sample (B) are similar to those in sam-
ple (C) at high angles but become featureless in
the low-angle region.

Under the condition of magnetic quantization for
closed and nonintersecting orbits, the constant-
energy surface in k space perpendicular to the
field becomes quantized according to the Onsager
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FIG. 2. Magnetoresistance vs magnetic field applied
at different orientations as defined in the inset. Ex-
trema of oscillations are indicated by arrows. Integers
identify the quantum number of the magnetic energy
states.

FIG. 3. Values of inverse magnetic fields at which
extrema appear in the osci11ations plotted vs (a) the
quantum number and (b) the orientation of the field.
These values are normalized in (b) to show the orienta-
tion dependence for different samples.

rule: (2meH/hc)(n+y) =A„, where A„ is the area
of the cross section corresponding to the energy
state whose quantum number is n, an integer,
and y is a phase factor lying between 0 and 1.
Theoretical considerations have shown that mag-
netoresistance exhibits an oscillatory behavior
with respect to the field. ' The extremal points in
the resistance occur whenever A„=AF and the pe-
riod in b, H is given by 2~e/hcA F, where A, is
the extremal cross section of the Fermi surface
perpendicular to the field. Referring to Figs. 1
and 2 for the case of y =90' at which the magnetic
field is perpendicular to the superlattice plane,
the quantization condition and the period of oscil-
lation are reduced to the more commonly used
expressions ofh~, (n+y) =ZF and eh/cm, ZF, re-
spectively, where K&u, =eH/cm, is the ordinary
cyclotron energy. In the extreme case of a two-
dimensional band, the oscillations depend only on
the perpendicular component of the field, ' H,
=H sing, and the period in hH, ' is given by eh/
cm, EF. The two-dimensional electronic system
has been of great interest and extensively studied
in Si and other surfaces. '

Values of H ' at which the extremal points oc-
cur in the oscillations are plotted against n in

Fig. 3(a) for sample (C). In the region of high an-
gles, the data fall on a set of straight lines which
are consistent with a common intercept of —

& on
the abscissa. The quantum numbers here are
identified by assigning integers to maxima and
half-integers to minima and by demanding that
the intercept be in the range between 0 and —1.
The slope as evaluated from the line at y = 90
gives a Fermi energy of 97 meV, with use of m,
=0.07mo as before. This value agrees remarka-
bly well with that shown in Fig. 1(c), 96 meV, as
measured from the ground sub-band Ey which
was calculated based on the measured number of
electrons filling in both of the sub-bands. It may
be worthwhile to point out, in this connection,
that the calculated E F would be 75 meV for three-
dimensional GaAs, and 119 meV if one considers
only the ground sub-band and ignores the second
sub-band. A similar degree of agreement was
also observed in other samples where only the
ground sub-band is involved as shown in Figs.
1(a) and 1(b): a measured value of 69 meV vs a
calculated one of 63 meV in sample (A), and an
identical value of 69 meV in sample (8). The
phase factor, depending on both the dimensional-
ity of the bands and the complex scattering mech-
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anism, has been a subject of considerable theoret-
ical interest. " For noninteracting magnetic
quantum states in a two-dimensional electronic
system, it is expected to be one-half' as ob-
served here experimentally for the ground sub-
band in sample (C). The contribution from elec-
tron spin, unlike that in Si, is negligible in
GaAS. '

Also plotted in Fig. 3(a) are the data points ob-
tained at y= 0' for sample (C), although here the
oscillations are less well defined as seen from
Fig. 2, particularly with regard to the last maxi-
mum position. It is likely that they are associat-
ed with electrons in the second sub-band which,
being somewhat three-dimensional in character,
could cause oscillations even in this field orienta-
tion. These oscillations would have a large peri-
od because of the small Fermi cross section of
the second sub-band. The lack of such oscilla-
tions in sample (B) is consistent with this inter-
pretation, since the second sub-band is not ex-
pected to be occupied. The electron orbit in this
case, however, becomes open at the zone bound-

ary at k, =+ 2m/d as shown in Fig. 1(c), and would

have to be closed by magnetic breakdown to give
rise to oscillations. " The generally accepted
condition for magnetic breakdown is approximate-
ly (h~,EF/Z, ') ~1. If we use the calculated ener-
gy gap between the second and third sub-bands,
E,= 30 meV, the magnetic field required would be
about 100 kOe which is an overestimate because
the Fermi energy is below the edge of the third
sub-band. This would suggest, in any case, that
magnetic breakdown may indeed be taking place
in the range of magnetic fields in this investiga-
tion. To match the observed period, however,
an area of the Fermi surface about twice as large
as that calculated from Fig. 1(c) for the second
sub-band would be needed, which would imply
electrons traversing to a neighboring zone for
completion of the breakdown process.

The dependence of the oscillations on the orien-
tation of the magnetic field is plotted in Fig. 3(b)
in a normalized fashion so that it applies to states
of all quantum numbers. Included in the plot for
comparison is the dependence obtained from a
pure GaAs film, whose three-dimensional spheri-
cal energy surface results in an orientation-inde-
pendent behavior as expected. In fact, essential. -
ly the same behavior has also been observed in a
superlattice containing 40 A of QaAS and 40 A of
Ga, „Al„As with x = 0.05. The weak periodic po-
tential in this case, giving rise to a rather wide
sub-band (more than 70 meV) extending beyond

the barrier height, makes the Fermi surface es-
sentially spherical and hardly distinguishable
from that of pure GaAs. The data of sample (A),
which exhibit a relatively weak orientation depen-
dence as mentioned earlier, are connected by a
dotted line in the figure. Its intercept at y= 0,
as calculated from the ratio of the Fermi surface
from Fig. 1(a) to the corresponding circular sur-
face in the x-y plane, is 0.93, in excellent agree-
ment with the experimental value as seen in Fig.
3(b). The results from both samples (B) and (C)
at large angles, the latter shown in Fig. 3(b),
follow strictly the theoretically expected sine re-
lationship, indicating clearly the two-dimension-
al nature of the ground sub-bands.

To conclude, what we have presented in this
Letter are characteristics of magnetoquantum
oscillations in a few exemplary superlattices.
The excellent agreement between the experimen-
tal observations and the theoretical calculations—not only in the Fermi energy or the period of
oscillations but also in their dependence on the
field orientation-Hias demonstrated and brought
into focus the central feature of a semiconductor
superlattice, that of control of sub-band dimen-
sionality and anisotropy.
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Positron Self-Trapping in 4He
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Positron-annihilation experiments in helium gas have shown anomalies in annihilation
rate near the gas-liquid critical point which indicate the formation of positron self-
trapped states in helium droplets. We present theory which appears to confirm the ex-
istence of self-trapped states and accounts quantitatively for the positron-annihilation
rate in the range of densities and temperatures over which these states are stable. The
droplets have a maximum density 2.4 1x022 cm ~ and are typically 15 to 25 A in radius.

The positron-lifetime spectrum in helium in the
vicinity of the gas-liquid critical point has been
observed to possess a number of unusual fea-
tures. ' At some time (~10 nsec) after the intro-
duction of positrons into the gas, the positron an-
nihilation rate is found to increase suddenly to a
value corresponding to liquid densities. A quali-
tative explanation of this behavior was the sug-
gestion' that the increased rate was due to the an-
nihilation of the positron from a localized state
confined within a high-density helium cluster, the
state being populated after sufficient time had
elapsed for the positron to have thermalized.
Subsequent measurements' ' have confirmed the
effect and have established the range of gas den-
sities and temperatures over which the enhanced
annihilation rate occurs.

In contrast to this behavior for the positron it
is well known that electrons in helium' and posi-
tronium in many liquefied gases' may be self-
trapped in bubbles. The possibility of positron
self-trapping in metals has been studied theor-
etically' but experimental evidence is inconclu-
sive. Helium appears to be the first system for
which positron self-trapping is definitely exhib-
ited, . It is, therefore, of interest to understand
the nature of positron self-trapping in helium and

~
F

to determine those properties which make the
self-trapped state stable. In this Letter we pre-
sent a theory which can account quantitatively for
most of the experimental observations on this
system.

Initial attempts' to account for the self-trapped
state were based on Atkin's 'Snowball" model'
used in describing the helium density distribu-
tion around a fixed ion. This calculation, which
treats the positron-helium interaction from a
macroscopic point of view, fails to produce a
self-trapped state since it does not fully account
for the energetics of a positron in a polarizable
medium. Provided that the spatial variation of
the helium density is small on the scale of the
range of the positron-helium interaction, the rel-
evant quantity is the ground-state energy of a
positron, E,(n), in a uniform system of mean
density n, Since the net interaction is attractive,
E,(n) is negative and decreases in value with in-
creasing helium density. It is this feature, to-
gether with the easy compressibility of the gas
near the critical point, which leads to the stabil-
ity of the self-trapped state.

An approximate thermodynamic potential which
describes the fully interacting positron-helium
system is

Q[n, g] = Jd'r f(n(r) )n(r) —p(no) J d'rn(r) + J d'rfd'r'K(r, r '; [n])[n(r) -n(r ') ] '
-(5'/2m) Jdsrp+(r) V'p(r) + fd'rEO(n(r) ) ) g(r) ~


