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Dispersion of Electronic Surface Resonances and Crystal Surface Structure
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A new method of determining the lateral structure of crystal surfaces is described.
The dispersion of electronic surface resonances at energies of the order of 10 eV above
the vacuum level is measured, and the results are interpreted using a nearly free-elec-
tron method to determine low-index Fourier coefficients of the potential acting on elec-
trons near the surface. The method is shown to reproduce the known lateral structure
of Ni(001)c(2&& 2)O surface.

The determination of atomic arrangements at
crystal surfaces is one of the outstanding prob-
lems of surface physics. The methods that have

been applied successfully to this problem, low-
energy-electron'-diffraction (LEED) intensity
analysis' and angle-resolved ultraviolet photo-
electron spectroscopy (UPS), ' have drawbacks of
cost and of complexity of interpretation that place
them beyond the resources of all but a few institu-
tions. There is a need for a method of surface-
structure determination that is experimentally
simple and that does not present very difficult or
costly problems of interpretation. Such a method
is described in this Letter.

The method consists of measuring the disper-
sion of electronic surface resonances (the sur-
face-resonance band structure) at energies of the
order of 10 eV above the vacuum level. By appli-
cation to a surface whose structure is already
known from LEED, namely Ni(001)c(2 &&2)O, ' we
demonstrate that (a) resonance dispersion curves
can be interpreted in a simple way to determine
the lateral variation of potential acting on elec-
trons at the surface, and (b) the potential is re-
lated in a straightforward way to the lateral geo-
metrical arrangement of surface atoms.

The physical mechanism underlying the method

is one of resonant elastic scattering of electrons
incident on the crystal from vacuum. ' ' The inci-
dent electrons are trapped in a temporary surface
state and subsequently released without change of
energy. This kind of resonant scattering is known
from a variety of low-energy-electron scattering
experiments. ' In the present experiment, reso-
nances are observed as narrow fluctuations of the
electron reflection coefficient with respect to var-
iation of incident electron energy and incident di-
rection. The dispersion is determined by enter-
ing the locations of the fluctuations on a plot of
energy E against reduced parallel momentum k~~

of the incident electrons.
The experimental method consists of measur-

ing the net current passing between the cathode
of an electron gun and a crystal mounted in front
of it in a conventional LEED apparatus. "0 A re-
tarding field is used to help focus the beam as de-
scribed previously. " The electron energy is ob-
tained from the accelerating potential by subtract-
ing an experimentally determined contact poten-
tial difference. The experiment is arranged so
that variations of the negative of the net current
are proportional to variations of the reflection co-

efficientt.

In order to locate the resonance fluctuations

1422



VOLUME 38, NUMBER 24 PHYSIC AL REVIEW LETTERS 1) JUN@ 1977

O
O

M

R

C
hl

l9

0'

16

14

12

10
8
6
4

I

0

10

12

14
16

O
OJ

tAI-
IA

Kl
fL

O

O
CI
ILJ
K
UJ

A-
U

Q

16

14

12

10

10

16

O
O
75 1510 30

with the needed rprecision, we obtain

filter to remove th b
orm and use a hi h-ig -pass digital

and nonresonant 1

ove e background duee to inelastic
n e astic seatterin

thth f lt ff
ine by convolvin the

r coe ficients. A f'lter
ing a perfect hi h-
ing methods rec tl

ig -pass filter was cconstructed us-
p o i — gtrecently develo ed f
n he results present-

ilter is symmetr' fe roc of length 29
is .15 V. The

is specified by its 29
i.e. , the filter

nonzero coeff'

y py exaetl line
po

o 0 below 1 cycle/4. 8 V with'

0 to 1 at intermedi
yc e .96 V and oes sg moothly from
me iate frequencies.

he measurement of the dis erp
sonances is illustrated

3 )( )os are for a Ni&001

y exposing initiall cle
d 'bdri e previously. '

I

20 25

V (VOLTS)

35

FIG. 1. Plots of& th
vs accelerating

e negative o
potential V for Ni(001

of the net current

Plots are shown for
i )c(2&& 2)O surface.

wn or each of a se uen
tangs of the cry t 1

q ence of angular set-

I ~oi H.

s a with res ect
esu ts for both senses of

sented as a check of h
s o rotation are pre-

o t e normal-incid
anal angles of incide

ence setting. Nom
x ence from the an ul

grees) are shown b n
ngu ar settings (de-

wn y numbers against each curve

I

10
I

25 50 55

V (VOLTS)

FIG. 2. The data of Fig. 1 after
background.

a er filtering to remove

2015

Figure 1 shows the raw d t .
t e ' d' 'bl

a a. Res

h
ln' 1'
ni e in Fig. 1 but is br

data shown in Fi
ear y in the corres n

'
ponding filtered

character isti
in ig. 2. Use of diff
ics close to those d

erent filters with

changes th 1e re ative clarity of the
ose described above

resonance si
e residual back r

g

features of Fi . 2
ground, but basic

All of the fe
o ig. 2 are not altered

A features in Fig. 2 that a
celerating potential
show a systemati d

n ia s greater than 10 V and that
a ic ependence on

are identified
incidence angle

as resonances. The res

~ ~

n o the enerlt rons, but in ever ca
of reflection ff' ' ' rcoe icient is a r

ure. For the pur ose
dispersion, the r

purpose of plotting the
n, e resonance center is

aken to be the mini
is provisionally

The
minimum.

e surface-resonan be ructure derivedce and st
is s own by open circ

To inter ret the re results we use a
scheme in which th'c e zeroth-or

a perturbation

wave funct'
-order resonance

c ions represent free-electr
directions parall 1 t

ron motion in
e o the surface

ucts such as
e. They are prod-

((s) exp[i(R|i+2wg) r].
Here z is the surface-nur ace-normal coordinat e, r is a

1423



VOLUME 38& NUMBER 24 PHYSICAL REVIEW LETTERS 13 JUNs 1977

+
10

I
I

ii X

&iH+
01

r

TABLE I. Surface-resonance band structure param-
eters (eV). The estimated error in determination of
all entries is +0.2 eV. Subscripts denote components
of a reciprocal-net vector referred to the basic vec-
tors of the reciprocal net for Ni(001).
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FIG. 3. The surface-resonance band structure of
Ni(001)c(2&2) 0 (electron energy E vs reduced parallel
momentum k~~, open circles) together with the perturbed
free-electron surface band structure calculated as de-
scribed in the text. Full and broken lines correspond to
allowed and forbidden resonances, respectively. The
inset at top left show the central surface Brillouin zone
for ¹(001)(square) with reciprocal-net points (crosses)
symmetry points (dots), and an indication of the range
of k~~ spanned by the main figure {arrows) . + denotes
the Ni(001) unit mesh side (a =2.505 Aj.

with respect to reflection in the plane containing
k~~ and the surface normal. Excitation of the anti-
symmetric resonances is formally forbidden but
is apparently responsible for the weak structure
present near 30 V in Fig. 2 (27 eV in Fig. 3).

The agreement between the observed and calcu-
lated surface-resonance band structure (Fig. 3)
is good. " The fit exhibited in Fig. 3 amounts to
an empirical determination of the off-diagonal
elements of the energy matrix, Eq. (2a) and Tab-
le I. The off-diagonal elements are surface-
weighted two-dimensional Fourier components of
the crystal potential. Synthesis of them yields
the surface-weighted potential shown in Fig. 4.
The weighting distribution here is the charge den-
sity I g(z) l' of the resonance. Because of the lim-
ited angular range of the experiment, we have not
as yet determined low-index fractional-order
Fourier coefficients such as (U„»„); therefore
the potential shown in Fig. 4 is an average over

position vector parallel to the surface, and g is a
vector of the surface reciprocal net. g(z) denotes
the lowest-energy bound-state solution of the
Schrodinger equation for the crystal potential
averaged with respect to r. ' The perturbed reso-
nance energies and wave functions are obtained
from solutions of the eigenvalue problem for the
energy matrix

(2a)

(2b)

where U, (z) is the two-dimensional Fourier trans-
form of the crystal potential corresponding to re-
ciprocal-net vector g and E is the energy eigen-
value corresponding to g. Energies are expressed
in Hartree atomic units (5=m = e=1) and are re-
ferred to the vacuum level as origin.

The surface-resonance band structure calculat-
ed using parameter values chosen to fit the data
(Table I) are shown as lines in Fig. 3, The full
and broken lines refer to resonance states that
are, respectively, symmetric and antisymmetric

0
0

x/a

FIG. 4. Surface-weighted effective potential for
Ni(001)c(2&&2)0. The potential is presented as a con-
tour plot extending over one Ni(001) unit mesh (side
a) of the function

2 2.
(U„~)cos (2~(»+ly)/a1,0=-2 )=-2

where the coefficient values are taken from Table I.
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different Ni(001) unit meshes of the Ni(001)c(2
&&2)O surface.

The main features of the potential plot in Fig.
4 are a central region of negative potential and
regions of positive potential on the unit-mesh di-
agonals. These features are consonant with what
is known about the structure of ¹(001)c(2&2)O
surface from LEED intensity analysis. ' We at-
tribute them to an adsorbed 0 atom located above
the center of the square formed by four adjacent¹iatoms, and to diagonally directed Ni-Q bonds,
respectively.

Basically the reason that the lateral structure
can be extracted directly from experiment is that
our procedure in effect selects for observation a
region where the potential is weak. In this region
the lateral variations of potential cause interac-
tions between two-dimensional free-electron
states that are strong enough to measure by the
improved technique described in this Letter, but
at the same time weak enough to be treated theo-
retically as a small perturbation.

Some advantages of a method of surface-struc-
ture determination based on resonance dispersion
measurements are apparent from the example de-
scribed. The experiment itself is as simple as
LEED and much simpler than angle-resolved
UPS. With regard to interpretation, no large-
scale computations are necessary as is the case
for LEED intensity analysis; the lateral struc-
ture of the potential is obtained directly from ex-
periment and does not involve computations for
trial structures. The interpretation involves the
dispersion of only one state and so is inherently

simpler than in UPS where the dispersion of both
an initial and a final state. must be considered.

Helpful discussions with colleagues J. E. Rowe
and M. A. Schluter are gratefully acknowledged.
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Spiral-Vortex Expansion Instability in Type-II Superconductors*
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It is shown that a flux vortex, in the presence of a sufficiently large current density
applied parallel to its axis, is unstable against the growth of helical perturbations. This
instability, which has an analog in magnetohydrodynamics, may play a critical role in
current-carrying type-II superconductors subjected to longitudinal magnetic fields.

The behavior of spiral flux vortices in current-
carrying type-II superconducting cylinders sub-
jected to longitudinal magnetic fields is not yet
completely understood. Still unresolved is the
question of the vortex arrangement above the crit-
ical current, where a nonzero time-averaged
longitudinal voltage and a longitudinal paramag-

netic moment coexist. In this case, straightfor-
ward critical-state or force-balance calculations,
modified to account for spiral vortices, yield a
longitudinal moment but do not correctly predict
the value of the critical current at which a volt-
age appears, nor are they capable of providing a
satisfactory picture of a flux-flow state with a
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