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These systematics were derived primarily from
measured spallation excitation functions and (n, f)
cross sections, using calculated values for the
total compound-nucleus formation cross section.
For the cases studied here, the agreement with
the present measurements is reasonable. Qur
data on "'Np are also in qualitative agreement
with the data of Boyce et al. '; however, determin-
ation of Pf or P~ from their data also requires
the use of calculated compound-nucleus cross
sections in the analysis.

We note that in the region of second-chance fis-
sion PER is essentially constant. This is an indi-
cation that F„/Fz for "' ' Pa and "'"Np is not
a strongly varying function of excitation energy.
Using the average value for '"Np in the second-
chance fission region, P~ = 0.215, along with the
measured value' of Pi = 0.50 (with a 10%%up uncer-
tainty) for 7 to 11 Me& excitation in "'Np, we ob-
tain for "Np alone values of P&= 0.57+0.04 and
F„/F& = 0.75+ 0.13. The uncertainty in these val-
ues is dominated by the uncertainty of the previ-
ous P& measurements. For comparison, the
measured value of Pf for "Np at 8 to 11 MeV ex-
citation is 0.41 a 0.04, giving I' „/F& = 1.44 a 0.22.

In conclusion, we have shown that the measure-
ment of evaporation-residue cross sections is a
sensitive tool for the determination of I „/F& as
a function of excitation energy. The technique is
not subject to the large uncertainties inherent in
determining F„/F& from direct-reaction fission-
probability measurements for cases where P~ ap-
proaches 1, nor does it require the use of calcu-

lated total compound-nucleus cross sections need-
ed to extract F„/F& from either spallation or to-
tal fission cross-section measurements. In the
near future these measurements will be extended
to a number of other cases and will be compared
with the results of microscopic statistical model
calculations.

The authors would like to acknowledge the help
of Dr. J. Ginocchio with the use of the Monte Car-
lo evaporation code.
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The elastic differential cross section of 7.0-GeV /cHe scattered from hydrogen (equi-
valent T&=1.05 GeV) has been measured over a range 0.17--t -0.85 {GeV/e) . The ex-
periment has very low background (-2/0), adequate f resolution (~ 5/0), s good absolute
normalization (15~/0), and a statistical accuracy in the interference region of about 8/0.
The data show a shallow first minimum and a shape very similar to the recent data from
Centres d'Etudes Nucleaires de Saclay.

We present here results which bear on the
shape and magnitude of the p 'He elastic cross-
section in the region of the first interference min-

imum. Recent data' ' show significant variations
in the depth of the first minimum as a function of
energy. In particular, there is R striking differ-
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FIG. 1. Plan view of the experimental area. Symbols are explained in the text.

I

ence between the data of Palevsky etal. ' at 1.0
GeV and those of the Centre d'Etudes Nucleaires
de Saclay group at 1.05' and at 1.15 GeV. ' This
apparent discrepancy has led to speculation about
possible theoretical' or experimental causes for
the "filling in" of the dip. The data we present
here confirm the existence of the shallow mini-
mum at 1.05 GeV, and also provide both a good
absolute normalization of the cross section and
an accurate measurement of the scattering angle.
These data, together with results from other en-
ergies, will be discussed more extensively in a
later publication.

A plan view of the experiment is shown in Fig.
1. n particles from the Berkeley Bevatron were
spilled from the machine by resonant extraction
into an evacuated beam transport system which
delivered at the experimental area a beam spot
16 mm (horizontal) by 16 mm (vertical) with a
divergence of 3.3 mrad (horizontal) by 4.0 mrad
(vertical) (quoted dimensions are full width at
half-maximum). The momentum of the beam at
the target was 6981+ 5 MeV/c. This result was
obtained from Bevatron operating conditions and
agrees with our spectrometer measurements.
The momentum spread in the beam was smaller
than our spectrometer resolution and is estimat-
ed to be about 0.2%%uo. Information on the position,
size, and direction of the beam was obtained from
two integrating wire chambers (MC1, MC2) which
measured horizontal and vertical beam profiles
for each spill. The incident flux was measured
by three ion chambers and a pair of scintillation
telescopes (MR, ML) viewing a target in the beam.
No contamination of the beam was observed at
the 1-2'%%uo level.

The liquid hydrogen was contained in a 5.1-cm-
diam cylinder, 10.2 cm along the beam. The
number of beam-target interactions was moni-
tored by a pair of scintillation telescopes. For
the target-full condition, the ratio of this moni-
tor to the incident flux was constant (o =

3%%ug) over
the duration of the experiment (the target-evacu-
ated contribution to this ratio was only 9%).

The scattered o. particle was detected in a
large, movable magnetic spectrometer consist-
ing of scintillators (S1-S4), multiwire propor-
tional chambers (MWPC1-MWPC6), and three
dipole magnets. The spectrometer had a solid
angle of 0.8 msr, and a momentum acceptance of
+ 10%. Pulse-height and timing information from
each scintillator were recorded in addition to the
position data from the MWPC's. The spectrom-
eter data provided an unambiguous mass identifi-
cation of the 0. particle, as well as its momen-
tum (@=0.8%), scattering angles 8, p (v=0.1',
0.1 ), and point of origin in the target. High
chamber redundancy resulted in an overall spec-
trometer track efficiency of about 95%. The re-
coil proton was detected in a telescope consisting
of a two-element hodoscope (R1A, R1B) which de-
fined the target length and the geometric contri-
bution to the angular resolution; a MWPC to mea-
sure the scattering angles; and two scintillators
to provide pulse-height, timing, and range infor-
mation. The recoil angles (O~, y~) were used to
delimit the acceptance of the system; the simple
geometry permits a straightforward calculation
of the acceptance. The squared four-momentum
transfer, t, for each event was calculated from
0~ which is readily susceptible to direct, abso-
lute measurement, and which varies rapidly with
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The calculated resolution a, varied almost lin-
early from 0.009 (GeV/c)' at i = —0.17 (GeV/c)'
(where it is dominated by multiple scattering in
the target) to 0.0145 (GeV/c)' at t = —0.85 (GeV/
c)' (where it is given by the geometric resolution
of the recoil detector). The calculated resolution
is in good agreement with the measured distribu-
tions of opening angle and coplanarity.

Helium bags were used in the spectrometer and
recoil telescope to reduce multiple scattering;
and the beam, after passing through the target,
was contained in vacuum or helium to minimize
the number of background-producing interactions.
The trigger requirement was a coincidence be-
tween the two spectrometer arms within a gen-
erous time window, thus permitting the final co-
incidence requirement to be imposed in the sub-
sequent analysis, as well as providing a simul-
taneously collected sample of randoms. For
each event the information from the scintillators
and MWPC's were digitized in CAMAC modules
and written onto magnetic tape by a computer
which also provided on-line checks of the appar-
atus. After each machine spill, the spectrom-
eter-magnet currents, the beam profiles, and
numerous scalers were read and recorded on the
tape, providing a spill-by-spill history of the ex-
periment.

The constraints imposed by our measurements
resulted in a very clean elastic signal, with typ-
ical background subtractions of about 1.5%. Suc-
cessive angle settings were overlapped by about
50/o so that the cross section at most values of t
was measured in two different regions of the sys-
tern acceptance. The X' distribution for all re-
peated measurements was consistent with a nor-
mal curve of unit variance: No unexpected angle
or setting dependences were found. An absolute
calibration of the beam monitors was made using
the "C activation technique. (The required value
of g„, for "C(n,Ã)"C was measured in a separate
experiment. ) As a check of the overall absolute
normalization of the experiment, the p-p elastic
cross section at 5.75 GeV/c was measured at
three angle settings. A comparison of our re-
sults with other data at nearby energies is con-
sistent with the value (o = 15%%uo) which we assign
to the error in absolute normalization.

Our results for p-'He elastic scattering are
shown in Fig. 2, where they are compared with
the 1.05-GeV data from Centre d'Etudes Nucle-
aires de Saclay. In order to emphasize the ex-
cellent agreement in shape we have shifted each
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FIG. 2. The differential cross section at 1.05 GeV.
The open circles are from Ref. 2; these data points
have been shifted by —0.5'. The triangles are the pre-
sent work.

Saclay data point by -0.5' in 8» and recalculated
t before plotting it. The need for such a shift be-
comes obvious if the data are plotted together
versus the laboratory angle of the (equivalent)
proton. No adjustment of the normalization has
been made. Inspection of the data invites the fol-
lowing comments:

(1) Adequacy of t resolution and the depth of the
minimum. onsiderable care was taken to min-
imize the amount of material and therefore the
multiple scattering in the recoil arm. The pri-
mary sources of uncertainty were the beam diver-
gence, the uncertainty in the location of the col-
limator aperture, and multiple scattering in the
hydrogen. All sources contribute to an overall
uncertainty (o) of less than 0.01 (GeV/c)' in the
region of the first minimum.

(2) Accuracy of absolute laboratory angle mea-
surement. —The pulse-by-pulse monitoring of in-
cident beam direction, the simplicity of the re-
coil angle measurement, and the cross checks
provided by the redundant measurements lead us
to conclude that the error in our absolute angle
is no larger than 0.15'.

(3) Error in absolute cross section. —At our
present stage of analysis we assign a conserva-
tive value of v = 15% to our overall absolute nor-
malization error. We note that the original "rel-
ative normalization" of the Saclay data has turned
out to be remarkably close to an absolute normal-
ization.

1267



VOLUME 38, NUMBER 22 PHYSICAL REVIEW LETTERS 30 Mxv 1977

CD

E

0
10

10

normalization of the present data can conserva-
tively be considered to be reliable at the level of
15% (0). This accuracy is sufficient to establish
that the absolute value of the cross section at the
second maximum is considerably overestimated
in most theoretical calculations using either the
Glauber or the Kerman-McManus- Tha3.er' mod-
els. Corrections to the Glauber model do not
significantly alter this conclusion, ""and esti-
mates of the effect of short-range correlations
by Lambert and Feshbach" tend to increase the
discrepancy with experiment in the region of the
second maximum.
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FIQ. 3. Elastic scattering at 1.05 QeV. The dot-
dashed (from Bef. 11) and solid curves are Qlauber
model calculations employing spin-dependent and spin-
independent amplitudes, respectively. The data are
from the present work.

In Fig. 3, we compare the measurement with
two Glauber' model calculations. The first em-
ploys spin-independent, isospin-dependent nucle-
on-nucleon amplitudes

f~,
t'' = (iop,./4z. )(1 ia~, )ex—p(bt/. 2),

j=p, n;

and a form factor for helium fitted to the data of
Frosch gt al. '0 Parametric values for the total
cross section cr~„ for the ratio of real to imagi-
nary parts a», and for the slope parameter P»
are a»=47. 5 mb, o~„=40.6 mb, e»=0.1, e~„

0 2, a-nd .P»=P~„=5.75 (GeV/c)'. The second
Glauber model calculation, due to Auger, Gilles-
pie, and Lombard, "employs spin-dependent, iso-
spin-dependent amplitudes taken from recent
analyses of nucleon-nucleon data. The paramet-
ric values of the spin-independent part are sim-
ilar to those used in the calculation described
above. As expected, the spin effects reduce some
of the discrepancy with the data in the region of
the first minimum.

As we have already remarked, the absolute
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