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mercially available equipment and time-lapse
photography could be used.

There seems to be no reason why T, should not
appear for ions of higher specific energies than
those investigated, although a higher etch temper-
ature would be indicated, and the effect of in-
creased etch temperature is one of the many var-
iables that must be explored in the future. Anoth-
er is the effect of variation of the entry angle. A
preliminary measurement of the change in Ty,
when the angle was increased from 41° to 51°
showed that it was reduced from 76 to 70 min in
the case of the °Li ion of 1.35 MeV /amu.
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We have found that numerical simulation and experiment both show laser-imploded
spherical glass shells to expand in two successive pulses: The first corresponds to the
ablated material, while the second corresponds to the compressed material. The rela-
tive speeds and intensities of the two pulses indicate the efficiency of transferring ab-

sorbed laser energy to the compressed core.

The laser energy necessary to achieve a gain
M (fusion energy/laser energy) can be expressed!
as E; =1.6M%/C2%* MJ, where C is the compres-
sion and € is the efficiency of coupling laser en-
ergy to the compressed fusionable core. This
coupling efficiency can be decomposed into two

parts: €,, the absorption efficiency, and €,, the
hydrodynamic efficiency, defined as the fraction
of absorbed energy which is transferred to the
compressed core. Measurements of absorption
efficiencies in the range of 10 to 80% have been
reported®® for various target and laser configura-
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tions. On the other hand, no measurement of €,
has yet been published. We propose here a meth-
od for measuring the hydrodynamic efficiency via
the ion current of the expanding pellet material.
Although both experiment and numerical hydro-
dynamic-code simulation are found to substantiate
the proposed method, systematic measurements
have not been completed at this stage.
Charged-particle collectors placed at a distance
L from a laser-irradiated target measure a pulse
of ion current which typically rises to a maximum
at a time corresponding to a velocity =10 cm/
sec before decreasing. The measured current
I(¢) can be simply related to the density and ve-
locity profiles in the target at any time ¢* during
the free expansion phase. Particles which at a
time t* were at a radius » will arrive at the de-
tector at ¢£=L/V(r, t*) and give rise to a current

I(t) = 4mev?N (r, t¥) V¥(r, t*)/LV". (1)

Here V'=dV(r, t*)/dr and the current of electrons
or ions is integrated over the entire solid angle.
In a steady state expansion the velocity is propor-
tional to the radius so that I(f) ~N (», t¥)7*. If we
assume N (7, t*) ~exp(-7/7,) the resulting current
will have a single peak at the velocity correspond-
ing to » =4r,. However, peaks or even sharp
changes in the slope of the density distribution
may result in additional peaks in the current.
Using our one-dimensional hydrodynamic com-
puter code (SUPER?) we performed simulations of
spherical targets which do show such a second
peak (except in the case of burnthrough of shells
which results in negligible compression). As an
example we summarize in Fig. 1 the results of
the following computational experiment: a spher-
ical glass shell of diameter 90 um and wall thick-
ness 1 um filled with deuterium at 10 atm, total
absorbed energy of 25 J delivered in a square
(flat top) pulse of length 200 psec. In order to
facilitate the presentation in one figure of a com-
plete pellet evolution, we plot the results as a
function of the Lagrangian radius, i.e., the hori-
zontal scale is not proportional to the current dis-
tance from the center. The three curves corre-
spond to three different times but all points on the
same vertical line correspond to the same mate-
rial point. The velocity is shown for the time at
which the compression phase of the fuel dynamics
has just been completed (¢ =250 psec). The inner
part of the glass was still collapsing (negative
velocity) when a strong shock reflected from the
center expanded the gas fill. The combination of
these motions gave rise to a dense thin layer,
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FIG. 1. Results from computer simulations for a
glass spherical shell absorbing 25 J of laser energy
(see text for details). V is the hydrodynamic velocity
at t =250 psec, N, is the electron density at f =2.2 nsec,
and I is the current over the entire solid angle meas-
ured by a far detector. The Lagrangian radius is not
proportional to the distance from the center.

which retained its relative shape for the rest of
the expansion. This is clearly seen in the density
profile at a much later time (#=2.25 nsec). Fig-
ure 1 also shows the computed contribution of
each material point to the ion current at its time
of arrival at a collector far from the pellet. This
curve is related to the measured charged-particle
collector signals if time runs (nonuniformly) to
the left in Fig. 1; the actual time of arrival is
given by the distance to the detector divided by
the asymptotic velocity of the corresponding ma-
terial shell. We see that the first (main) pulse
corresponds to ablated material, whereas the
second peak corresponds to material which had
formed the compressed zone of the glass (along
with the enclosed gas). Thus, the compressed
pellet dynamics results in a density distribution
which has two distinctly different slopes. This
structure is frozen and leads, at much later
times, to a double-humped shape in the ion cur-
rent traces.

In these calculations the energy absorbed is ad-
justed to a given value; part of the available en-
ergy is absorbed by inverse bremsstrahlung and
the rest is deposited at the critical layer. Heat
conduction is assumed to be classical and unin-
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FIG. 2. Results from computer simulations for dif-
ferent absorbed energies (see text for details). (a) Frac-
tion of glass shell which is ablated and ratio of total
charge in the late and main ion pulses. (b) Velocity of
the late ion pulse and its relative energy, or the hydro-
dynamic efficiency.

hibited. Local charge is determined by solving
the coupled rate equations describing ionization
and recombination of the various target species.®
The main ion current pulse arrives at the collec-
tor almost totally ionized, while the late pulse is
predicted to be in a lower charge state, in agree-
ment with a direct measurement.

Inspection of the computed pellet behavior
shows that the kinetic energy of collapse is con-
verted to thermal energy of the fuel and back to
kinetic energy of expansion with little loss to ra-
diation or to acceleration of outer layers. The
measured energy in the late ion pulse is therefore
essentially equal to the hydrodynamic energy
available for compression.

Figure 2 summarizes the results of computer
calculations for conditions similar to those in
Fig. 1, except with varying absorbed energy. As
is seen, the relative (time-integrated) intensity
of the late ion pulse decreases with increased en-
ergy, Fig. 2(a), but the corresponding velocity
and energy show a pronounced maximum. The
hydrodynamic efficiency decreases monotonically,
but the hydrodynamic energy itself (product of ef-
ficiency and absorbed energy) reaches a maximum
of 0.4 J when ~3 of the glass shell is ablated;
less ablation produces a smaller pressure, where-
as more ablation leaves relatively less material
to act as a tamper. Finally we show in Fig. 3(a)
the calculated history of ion current over the en-
tire solid angle at a distance 25 cm from the tar-
get for an absorbed energy 10 J. The late current
peak in Fig. 3(a) contains both ionized and neutral
material, both of which should be detected for a
determination of the hydrodynamic energy. Here,
current corresponds to charge flux and neutrals
have been arbitrarily assigned a unit charge.

Experiments have been performed with target
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FIG. 3. Comparison of the calculated (a) and meas-
ured (b) late ion pulse for a glass microballoon target
absorbing 10 J of laser energy. Current is over the
entire solid angle. The ion current detector in both
cases is at a distance 25 cm from the target. Inset:
trace of a single-detector constant-voltage mass spec-
trometer. The arrival time of the O*? and O*! peaks
correspond to the rising and falling portions of the late
ion pulse, respectively.

and laser parameters similar to those in Fig. 2.
More details on our four-beam laser system and
diagnostic methods may be found in Ref. 2. Most
experiments indeed produced a late ion pulse as
predicted. In addition, the main pulse was in
many cases preceded by the clearly differentiated,
so-called fast ion component. For absorbed ener-
gy in the range 5-10 J, the velocity of this pulse
varied in the range (0.6 —1) X107 cm/sec, in good
agreement with Fig. 2(b). Figure 3(b) is an ex-
ample of the measured ion current for a shot with
about 10 J absorbed energy. When a lower gain
was used in measuring the current, the main ion
pulse could be seen to peak at 0.3 yusec. The
charge collector was placed at a distance 25 cm
from the target and its output was normalized to
the entire solid angle assuming complete isotropy.
The agreement in the time of appearance of the
late pulse in Figs. 3(a) and 3(b) is satisfactory in
view of the uncertainty (220%) in the measure-
ment of absorbed energy. In fact, if the absorbed
energy were actually 14 J, the numerical results
of Fig. 3(a) would predict correctly the late pulse
velocity [Fig. 3(b)], and would overestimate its
total charge by about a factor of 2. This over-
estimate is due to the neutrals not detected in the
present arrangement. The reason for the low
ionization state of the late peak is that the com-
pressed glass never becomes very hot and recom-
bines strongly during expansion, whereas the hot
outer layers expand rapidly before they have a
chance to undergo recombination,

We have made an attempt to measure the charge
of the late ion pulse by a constant voltage single-
detector electrostatic mass spectrometer. In this
arrangement, ions of a single charge-to-mass ra-
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tio are detected at a given time. The inset in Fig.
3(b) is a typical result showing O*? ions appear-
ing approximately at the peak of the late ion pulse
and a possible pulse of O*! ions appearing slight-
ly later. In order to determine the exach charge
composition of the late pulse, one would have to
go through the tedious task of comparing shots
with different electric fields in the mass spec-
trometer and with the same velocity of the later
ion pulse. We intend, however, to measure the
ion charge and energy spectrum by a multidetec-
tor, varying-voltage mass spectrometer.® Also,
the energy of neutrals within the late pulse is suf-
ficient to allow a secondary emission measure-
ment so that the full current [Fig. 3(a)], rather
than just its ionized component, can be detected.

It should be noted that the experimental condi-
tions and results reported here are in sharp con-
trast to the high-gain, optimized computational
results presented elsewhere.’’® These high-gain
resulis depend on achieving large compressions
via especially designed laser pulses which main-
tain near adiabatic conditions through the dynam-
ics. In such cases, nearly 90% of the mass is
ablated and hydrodynamic efficiencies between 5
and 10% are obtained. Here we have used untuned
pulses from our current laser configuration,
which results in less than 20% of the shell mass
being ablated with correspondingly low hydrody-
namic efficiencies, What has been observed (Fig.
2) is that for this given configuration, the energy
in compression does maximize for some value of
the energy absorbed.

To sum up, we have established a simple diag-
nostic method which can be used to measure the
hydrodynamic efficiency in laser-imploded tar-
gets for the first time. Only the basic hydrody-
namic equations in the code are required to pro-
duce the late peak. However, the velocity, charge
state, and intensity depend on the precise physical
coefficients used to determine the ionization state
of the plasma. Comparing measured and comput-
ed late peak results then serves as a check of
these parameters. The hydrodynamic energy at
10 J absorbed is 0.3 J according to prediction
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[Fig. 2(a)]. We get the same result to within a
factor of 2 from the experiment if we assume the
measured current to be isotropic and derive the
mass associated with the late ion pulse as the dif-
ference between the initial target mass and that
associated with the main ion pulse. This amount
of energy would raise a 10-atm fill of deuterium
gas to a temperature of 3 keV. However, a core
temperature of only ~1 keV is derived from the
filtered images obtained with an x-ray pinhole
camera.’ Thus, only part of the hydrodynamic
energy heats the enclosed gas, while the rest is
stored as internal energy in the compressed gas
and shell.
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