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A novel variational procedure for the partition function based on a generalization of the
coherent state" representation is presented. As an example of its use, I apply it to a

simple model of a disordered system. It is shown to yield results which are exact in
both the high and low temperature limits, the latter being particularly difficult to obtain
by conventional methods.

The purpose of this brief note is to describe a
novel variational method based on a simple gen-
eralization of the usual "coherent state" repre-
sentation. This method seems to be well suited
to those cases where there is symmetry breaking
(which is hard to deal with by perturbative meth-
ods). An example to be discussed more fully be-
low—is the study of the density of electronic en-
ergy levels in disordered systems. Here the sys-
tem is, on the average, translationally invariant,
but the low-lying states are strongly localized no
matter how weak the disordering potential is.

In its simplest form the method is as follows.
Suppose one has a single spinless particle with a
Hamiltonian X(p, r), where p and r are, respec-
tively, the momentum and position operators of
the particle. The partition function Z(p) is de-
fined by

Z(P) = Tr [exp(-PX)].

To express this trace in a more convenient form,
I introduce the set of functions g(r; P, Q) defined

0(r'P, Q) =U(P, Q)X(r),

U(P, Q) = expt+i(P ~ r —Q p)];
P and Q are c-number vectors, and X is the nor-
malized function

(X X) =-.f„„„,l)((r)]'d'r = I

I may also write' (8 = 1)

P(P Q) e -O'Q/2 e8'r s i7)'P

0(r'P Q)=& ' '~"e' 'X(r —Q), (6)

since exp(-iQ p) is a displacement operator.
The set of functions g(r; P, Q) is over-complete

and does not form an orthonormal set. In partic-
ular, if X is the normalized ground-state wave
function of a simple harmonic oscillator, the set
g(r; P, Q) forms the basis of the well-known "co-
herent state" representation widely used in quan-
tum optics. ' For the coherent state representa-
tion it is known' that the trace of any reasonable
operator B is given by

Tr(B)=,fdsP dsQ(((P, Q), B((P,Q)) =—T.

I now show that (7) is still valid for ( given by (2) with arbitrary normalized )(. Consider the right-
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(8)

T = fd Q fd'rlx(r —Q)I'&rlBlr &

Now, carrying out the Q integration and writing Q =r —Q, I find

T = fd'r&rl&l~& fd'@'I x(Q')I'= fd'r&rlBI~&

hand side of (7). By (6) I may write this as

T=(2m) 'fd'Pd'Qfd'rd'r'e ' ' x*(r —Q)(rlalr'&e' ' x(r' —Q),

where (rIBI r ) is the matrix element of B in the coordinate representation. Carrying out first the P,
then the r' integration, one has

which is just the trace in the coordinate representation.
I turn (7) with B = exp(- PK) into a variational method as follows

Z (p) = Tr[exp(- pK)] = (2w) 'fd'P d'Q (((P, Q), exp(- pK)$(P, Q)),

=(») 'f d'& d'q(XU'( P, Q), exp(-W)U( P, Q)X),
= (2w) 'f d'Pd'Q(X, exp[- PK(p+ P, r +Q)]X),

where I have used the elementary results Ut(P, Q)pU(P, Q) =p+ P and Ut(P, Q)rU(P, Q) =r+Q.
For any reasonable operator A, I have

(x exp(»x) - exp(x»x)

(10)

This is a minor variation on the well-known Jensen inequality for convex functions, as is seen by going
into the representation y, which diagonalizes A,

(x, exp(» x) -=Z. I(x, p. )I'e'-=Z.&.e' (12)

&.=- I(x v.)l'- 0 and Z.P.=Z. I (x v.)l' = (x, x) =1. (13)

By Jensen's inequality, since e" is convex, Q,p, e'- exp(p, p, a) =exp(X, AX) which is just (11). There-
fore

Z(P) ~ (2m) 'f d'Pd'Q exp[-P(X, K(p+ P, r+Q)X)]. (14)

I now use as the criterion for choosing the "best" y the condition that this inequality be as strong as
possible. That is, I choose X so that the right-band side of (14) is as large as possible. How well this
works, and in what situations, can only be determined by experience.

As an example of the use of this method, consider a particle interacting with a collection of random-
ly distributed scattering centers

~2 ~2
K = P +u„„,(r) + P u(r —R,.) =—P +v (r),

j= 1
(15)

(16)

where m =1, u„», (r) is the potential which confines the particle to the volume V but is zero in V, u(r)
is a short-ranged potential without bound states, and R,. are the positions of the N scattering centers.
The partition function will now depend on R, , but will fluctuate negligibly about its mean value (Z) giv-
en by

&Z& = II V

Once I have (Z), I may obtain the density of states per unit volume [g (e)] by inverting

f "g(e)e 6'de = lim —(Z).
0 V

N~~
N/V ~p

To compute the right-hand side of (14), I note first

K(p + P, r + Q) = —,
' (p+ P)'+ v (r + Q)
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(19)

(20)

(x AP+»r+Q)x) =-'(x Px)+(x px) p+-'P+(x, ~(r+Q)x).

The P integration in (14) can be done at once giving

~(P) -( ~tl) "'fd'@ exp[-&(X, ~P+Q)X)] exp(- la[(X,PX) —(X,pX)']].

It is easy to see that for a large system (V- ~) the effect of the wall potential is simply to limit Q to
V, so (20) becomes

(22)

z(p) - (2mp) "'f d'q (P exp[-P fd'rlxl u(r+Q-Rg)1}exp(--'P[(x, p'x) - (x px)']]. (21)
j= 1

Averaging over the R, is elementary, and I find (p is the density of scattering centers)

&Z) ~ (2wp) "'f d'Q exp(-p f,a, , d'R, [l —exp(- p fd'rl xl'u(r +Q-R, ))])
x e p(- —,'pf(x, p'x) —(x, px)']).

By writing R, =R+Q, I note that the integrand becomes independent of Q (this is the average translation-
al invariance of the problem), and I finally obtain

&»/V = (2a p) "'exp(- p(2[(x, p'y) —(y. , px)']+ p fd'R[1 —exp(- p f lxl u(r —R) d'r)]))
=- (2nP) "'exp(-PC[X]). (23)

(24)

where

e(R) = fd'r X'(r)u(r —R).

The condition that C[X] be stationary subject to
(X,X) = 1 yields

(25)

The "best" value of y is therefore obtained by
minimizing C[X] subject to (X, y)= l.

To slightly simplify the discussion, assume X
to be real so that (x, px) = 0 and

C[y] = (X, —,'p'X)+(p/p) fd'R(l -e s'i i),

exists, I find that the correction is identical in
form to the exact result with a replaced by a'.
Using the inequality a & a. , it is easy to see that

C = (X, —,'p'X)+2mpa'. (29)

as is required.
There is more. For small P, I may expand the

exponent in (24) and obtain

—.p x+@x=~x

y(r)=pfd'Re 8' u(r-R). (27)

Clearly (X, 2p'X) may be made as small as I please
by taking X very slowly varying, and therefore

C mllu. mu

a' —= (2m) 'fu (r) d'r (28)

These equations (24)-(27) are identical to those
found by Friedberg and myself4 using path inte-
gral techniques, under the assumption that P was
very large and the potential u was very weak. As
was shown in that paper, this result is precise
enough to give the leading term of &Z)/V for large
P [and therefore g(e) for small e] exactly. This
is the well-known Lifshitz result which comes
physically from localized states (electrons trapped
in large regions free of scattering centers), and
which is far from trivial to be obtained directly
from the original Schrodi. nger equation. The first
correction has also been calculated exactly for
short-ranged u, the result depending only on the
scattering length a of the potential u. If I use
Eqs. (24)-(27) and a,ssume that

This gives from (23)

&~&variationai
=~o e (31)

where Z, is the value of Z in the absence of scat-
tering centers. But the right-hand side of (31) is
exactly what I would obtain if all the unperturbed
levels were just shifted by 2mpa' =pfd' u(rr), which
is the result of first-order perturbation theory.
Small P corresponds to high temperatures (and
therefore large particle energy) where perturba-
tion theory is valid, so this variational method
gives the first two terms of g (P) for small P cor-
rectly. It is therefore accurate at both large and
small p and I might expect it to give a reasonable
approximation over the entire range of P. '
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'I have used the identity exp(A&+A, ) = exp[a(A2, Aq)]
x exp&i) exp&2) valid if &2 +i) is a c numb r

2For a review of the properties of these functions see
R. J. Glauber, Atndamental Problems in Statistical
Mechanics II, edited by E. G. D. Cohen (North-Holland,
Amsterdam, 1968), p. 140 ff. See also J. R. Klauder
and E. C. G. Sudarshan, Pundamentals of Quantum OP-

ties (Benjamin, New York, 1968), p. 105 ff.
3A bound of this type for magnetic systems has been

given previously: E. Lieb, Commun. Math. Phys. 31,
327 (1973). The functions used were the magnetic ana-
logs of the coherent states, there being no variable ele-
ment analogous to g. Therefore Lieb has a lower
bound and not a variational method. Lieb also has a
related upper bound to &P), which one can also turn
into a variational method. In the examples I have
looked at, this proved rather weak, and I shall not
discuss it here.

4The procedure is identical to that used by H. F&ied-
berg and J. M. Luttinger, Phys. Bev. B 12, 4460
(1975), for an analogous average.

5A numerical investigation of (24)-(27) for all l3 is
underway at present in collaboration with Mr. C. Y. Yu.
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A new type of wave propagation in pure metals in a magnetic field is reported. This
mode is analogous to cyc1otron waves but is carried by the spin of conduction electrons.
Oscillations in the microwave transmission spectra of copper and gold foils with ferro-
magnetic layers deposited onto them are attributed to these waves.

Several types of cyclotron waves' are known in
pure metals placed in a magnetic field. These
are due to the phase coherence of the orbital mo-
tion of conduction electrons on particular parts
of the Fermi surface. In this Letter we describe
waves analogous to cyclotron waves which give
rise to Gantmakher-Kaner oscillations' but where
the phase coherence is maintained by the Larmor
precession of the spins of electrons traveling
along the magnetic field. We call this type of
propagation I.m mow svaves.

We will first briefly explain how Larmor waves
can appear in the absence of Fermi-liquid effects'
following the work of Dyson but in the long-mean-
free-path limit where the diffusion model breaks
down. We then give an account of their observa-
tion in copper and gold.

We consider the transmission of an electromag-
netic wave due to the phase coherence of conduc-
tion-electron spins through a metal slab in a stat-
ic magnetic field that is tilted away from the sur-
face normal by an angle n. We assume a pure
metal at low temperatures where the mean free
path is of the order of the sample thickness II and
the skin depth 5 is much smaller. Since electrons
cross the skin region of the excited surface in a

time much shorter than the Larmor period 2m/ru„

they develop a small transverse magnetization
perpendicular to both the static and the instanta-
neous direction of the rf field of frequency ~Wc'„.
The polarization of a group of electrons with con-
stant velocity component e~ along the static mag-
netic field propagates into the metal, precessing
with the Larmor frequency. Thus a circularly
polarized exciting field h,e ' ' gives rise to a
Larmor wave of wave vector (ru —&u„)/v„. The
transverse magnetization at a distance z from
the exciting surface is oscillating as a function of
the static magnetic field'.

t(&o —(oL) —r '
M(z) =BvH 'exp z —i~t,

v~ cosQ

where B depends on the details of the excitation
and 7 is the momentum relaxation rate. The
transmitted field —the observed quantity —is pro-
portional to the magnetization M(l). In general
the distribution in ~„has to be taken into account.
Larmor waves are nonresonmt modes; they are
sensitive to collisions and to destructive inter-
ference between electrons following different
paths as well. %e can show that the resulting
Larmor wavelength corresponds to electrons hav-
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