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%e have measured the surface tension of liquid He4 for (T g —100 mK) (T( E'Tg+100 mK)
with a resolution of 1x 10 using a capacitive differential-capillary-rise technique. The
results show a change in the slope of cr(T) of 0.0226+0.001 erg cm K centered below

A discussion of the critical behavior is given.

The behavior of surface phenomena near criti-
cal points has recently attracted interest. ' We
report in this Letter a high-resolution measure-
ment of the surface tension of liquid He in the
vicinity of the A. transition. This measurement
was motivated by the ease with which a clean sur-
face can be prepared in liquid helium and by the
suggestion by Sobyanin' that such an experiment
might illuminate the interesting question of the
boundary condition satisfied by the superfluid
order parameter at the free (liquid-vapor) sur-
face. Additionally, helium offers an opportuni-
ty to study surface effects at a critical point at
which the phases separated by the surface do not
become identical.

Sobyanin argues that the order parameter van-
ishes at a free surface and that the resulting
curvature in the Ginzburg-Pitaevskii wave func-
tion yields a singular contribution 0' to the sur-
face free energy below T~, o' = o,(- t)'
where t =-(T- T~)/T~, o, =0.28 erg cm ', and 2
—n —v =1.35. There is no corresponding term
above T~.

Hohenberg' suggests that singular behavior in
(7 is expected on both sides of T~. The argument
is dimensional in character. The singular part
of the surface tension then has the temperature
dependence

o'(i)=&(t)[g(t)/v(t)]'-~ti' " ".
The surface tension of liquid helium was mea-

sured by Allen and Misener' and found to have a
possible change in slope near T~. A higher-reso-
lution experiment by Atkins and Narahara' sug-
gested a. slope change of about 0.02 erg cm ' K '.
A resolution of Vx10' was achieved for T& T~ by
Gasparini, Eckardt, Edwards, and Shen' in an
apparatus unsuited for measurement above T~.

We have measured the surface tension with a
resolution of approximately 1 part in 10' in the
region —0.05& t & 0.05. The technique employs
the differential capillary rise between a pair of
coaxial capacitors with different gap widths. The

capacitors, joined to permit liquid helium to flow
between them„are connected in a bridge, which
is balanced with the cell evacuated. Adding liq-
uid helium unbalances the bridge, since the liq-
uid rises higher in the narrow-gap capacitor C„
because of surface tension. A null-balance feed-
back system applies a sufficient dc voltage V to
the wide-gap capacitor C to equalize the liquid
levels in the two capacitors and rebalance the
bridge. To minimize the effects of imperfections
in the capacitor walls, we hold the meniscus po-
sitions fixed in the capacitors at all temperatures.
A suitable dc voltage V„applied to C„draws liq-
uid from a reservoir to compensate for the ef-
fects of changing liquid and gas densities.

In terms of the voltages V and V„, the dielec-
tric constants c, of the liquid' and e, of the gas, '
and the capacitor gape 5 and 5„=5 /D, the sur-
face tension is

eo(e —e ) V '-D V„
4 S.(D - 1)

plus sxQall corrections for deviations fr oIQ ldea1
capacitor geometry. The capacitor parameters
are measured in situ by performing external
electrical measur ements.

The coaxial capacitors have gap widths of about
0.067 and 0.079 mm and are arranged concentri-
cally. A third concentric gap serves as a reser-
voir and also eliminates pressure differences
across the capacitor walls. Capacitance mea-
surements are made at a central active section;
guard sections above and below the active section
minimize end effects and ensure that nearly all
of the measured capacitance has helium as its
dielectric. The cell is constructed of copper and
the maximum thickness of helium is held to less
than 0.1 mm to achieve rapid thermal equilibra-
tion.

TemperatUre is measured by a carbon resis-
tance thermometer in contact with the cell body.
The A, point is located by inflection points in
graphs of cell temperature versus time with fixed
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power input and of liquid dielectric constant ver-
sus temperature. The two methods agree within
their resolution of about 5 p, K.

We have performed measurements of o versus
temperature for four different liquid levels in the
capacitor. Data at the last filling level exhibit
the lowest noise, corresponding to a short-term
variation of about 1 part in 10' of the surface ten-
sion. Systematic errors in o(T) —o(T~) are esti-
mated at less than 3 parts in 10' of the total sur-
face tension over the temperature range investi-
gated. The largest systematic errors are be-
lieved to be uncorrelated between data taken at
different fillings and to be either analytic or pro-
portional to the liquid density.

The data confirm the suggestion of Refs. 4 and
5 of a slope change in o(T) near T~. To display
the data with sufficient resolution to permit study,
we show in Fig. 1 the difference between our mea-
sured surface tension and a straight line. Figure
1 shows our best data set along with points from
Ref. 6. If we describe the results in terms of
the second derivative a", we see that far from
the transition o" is small and negative. Near T„
it becomes large and positive, implying a large
negative surface specific heat. The peak in cr"

appears to have a "short tail, " so that one can
speak of a slope change through the region of the
singularity. We find a slope change of 0.0226
+0.001 erg cm ' K ' between t = —0.01 and I,

=+0.01; the surface entropy decreases by this

amount as T is raised through T~.
A closer view of the data near T~ is shown in

Fig. 2. The region of maximum curvature is cen-
tered not at the bulk T~, but a few milliKelvin
below it. This shift is much larger than antici-
pated thermometry errors or temperature in-
homogeneities. Such a shift from the bulk tran-
sition temperature is typically associated with a
finite- size effect.

The straightness of the plot of o(t) (see Fig. 1)
over a range of temperatures on both sides of T~
is very difficult to reconcile with the predicted
behavior. Since 2- n —v = 1.35 the function It I' " '
has rather strong positive cuvrature.

We show in Fig. 2, curve a, the best fit to a
function of the type

o= o"(t)+ o'(t)

=a, + a,t+a, lt —zl'".
It has X =4 5 for It I

0 01 and X.
' is & 20 for It I

& 0.02, assuming a random error of 10 'o~ esti-
mated from our short-term noise. This situation
is not changed if a, is permitted to take different
values above and below I; —6 =0. For example,
if a, =0 for t-6& 0, corresponding to Sobyanin's
suggestion, X'=6.7 for It I

&0.01. If the power of
It-b,

I
is considered a free parameter, the best

value is not significantly different from 1.0. The
best fit to the form

o=o, +a,t+a, lt —Al
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FIG. 1. Surface tension minus the linear function
(0.307 —0.19t ) erg/cm2 versus t —= (T —T ~)/T ~. The
points are from the present experiment, the crosses
from Ref. 6. The curve is Eq. {3) using the average
parameters given in the text, determined in the range

I I, I
& 0.02.
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FIG. 2. Expanded view of the region it I &0.01. The
same data are plotted three times, displaced vertically
showing three fitted curves: a, fitted to Eq. {1),b,
fitted to Eq. {2), and c, fitted to Eq. (3).
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has lt' =2.5 for lt l
& 0.01. The fit is improved if

the transition is rounded as well as being shifted.
Both rounding and shifting can arise from finite-
size effects. We have accomplished this rounding
phenomenologically by writing

(7'(t) = ay J f(A)lt -Al dA . (2)

The weighting function

( )
w for Eo--, w&6&60+-, w,
0 elsewhere,

and f (b2. ) = (2w) 'sech'(a —a, )/w produced equiva-
lent results. We show in Fig. 2, curve b, such a
fit to a rounded transition. This fit has y'=1.2,
but the shift and width parameters, 4, and sv, de-
pend on the temperature range included in the fit,
as does y' which increases from 1.1 to 1.6 as the
range of lt l

increases from 0.005 to 0.02. As ex-
pected, addition of a quadratic analytic part does
not alter the situation for lt l

& 0.02. Although
these fits are quite good, these systematic varia-
tions with the temperature range suggest that
something has been omitted.

Most known possible distortions of our results
either are analytic or have the singularity of the
liquid density p, —lt l

". Accordingly we have
tried adding to our fitting function a multiple of
the density:

v(t) = a, + a,t + a, ff,(s )
l
t

+ a.l.p, (t) —p, (0)] .

We show such a fit in Fig. 2 as curve c. The fit
is markedly improved. We obtain a X' of 0.59 for
this temperature range, and there is no evidence
of systematic variation in the parameters or in
X' as we vary the limits of the range from 0.005
to 0.02. If lt —&l in (3) is replaced by lt —b, l~,
the best value of p, is found to be p, =1.003 +0.03;
the result is consistent either with @=1.0 exactly
or JIL =1 —n =1.026.

The density coefficient is approximately one
order of magnitude larger than can be accounted
for by known systematic errors. Further, our
four data sets give quite consistent values for
this coefficient, whereas the systematic errors
are expected to be uneorrelated between data sets.

A weighted aver age set of par ameter s, consis-
tent with all data sets and temperature limits be-

tween 0.005 and 0.02, is

a, = —0.190+0.002 erg/cm',

a, =0.0207+0.0007 erg/cm',

a, = —0.80*0.10 erg/g,

Z, = (- 1.25 ~ 0.07) x 10 ',
w=(0.9~0.3)xl0 '.

For larger temperature ranges, higher terms are
required to fit the data. The data imply a tran-
sition very nearly first order (p, =1.0), rounded
and shifted by approximately 2 mK, and a proba-
ble

l
t l' " singularity at the bulk T~.

We would like to suggest two mechanisms which
might give rise to the rounding and shifting of the
transition. The first possibility is that it is an
artifact of the capillary-rise technique, for the
system under study includes both bulk helium and
the film on the walls above the bulk liquid. The
A. transition is depressed in thin films, and the
depression in the film at the top of our apparatus
(thickness d-200 A) is of the same order as our
observed b, , and ze. Far from T~, where the co-
herence length g«d, we can speak of the surface
tension of the film, which is presumably the
same as the bulk value. In this regime the capil-
lary rise can be calculated in the presence of the
van der Waals interaction with the wall; the gap
width is effectively reduced and the capillary
rise is increased. Near T~ where $-d, the film
properties cannot be separated into bulk and sur-
face contributions, and the system free energy
must be minimized without making this separa-
tion. We have not carried out such a calculation.
We do not detect any anomaly in film thickness
near T~ experimentally for a meniscus position
below the active section of a capacitor.

It would be much more interesting if these re-
sults were properties of bulk helium. We would
suggest the following possibility: Thermodynam-
ic stability requires that a macroscopic system
must have C~) 0. The surface contributes an en-
tropy which dec~eases as T is raised through T~,
so the total specific heat will be negative if the
surface has an unrounded first-order transition.
If the surface entropy change occurs over a re-
gion of width zo then the total specific heat will be
non-negative for a section of fluid (including the
surface) of thickness D) D„with D, given approx-
imately by D, =6 ,SC/~( w) w. Since D, =)( ), wit is
tempting to suppose that ~ is determined by an
equation of the type

wC~(w)&(w) = AS, ,
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which has the solution

gg=Q. 6x 1Q
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Using the molecular-dynamics technique, we describe the dynamical evolution of phase
separation by spinodal decomposition for a Lennard-Jones fluid quenched to the unstable
region. This is the first direct observation of the initial stages of spinodal decomposi-
tion.

We describe a numerical molecular-dynamics
simulation of phase separation of a single-compo-
nent Lennard- Jones fluid within the unstable
(spinodal) region of the phase diagram. This
computer "experiment" yields the first direct ob-
servation on an atomic scale of the spatial densi-
ty variations during the early stages of spinodal
decomposition. Until now, spinodal decomposi-
tion has been experimentally studied in real phys-
ical systems, such as glasses and metallic al-
loys, '"' and binary fluids near the critical point,
but experimental limitations have prevented mi-
croscopic observations of the early-time mor-
phologies. As a result, x-ray and light-scat-
tering experiments and micrographs of the later
stages of phase separation have been used to sur-
mise the features of the initial decomposition
process. Our experiment eliminates this bottle-
neck. The practicality of this experiment was
indicated by recent advances in spinodal-decom-
position theory which elevated it from a phenom-
enological theory" to a first-principles (micro-

scopic) theory. ' ' However, the computer experi-
ment itself is, of course, quite independent of
any theory. We observe a highly connected
morphology in the spatial density variations dur-
ing the early stages of spinodal decomposition,
corroborating the prediction of Cahn's linear
theory. '

Our computer experiment consists in solving
the equations of motion for a classical fluid of
1372 Lennard-Jones (LJ) atoms by numerical in-
tegration using an IBM 360/195 digital computer.
We adopt the numerical procedures first devel-
oped by Verlet" for his molecular-dynamics ex-
periments on the equilibrium properties of clas-
sical LJ fluids. The thermodynamic quantities
are measured in the usual "reduced" units. "Our
system of atoms is enclosed in a cube of length
I.= 15.acr and reduced density p* = 0.35, with the
standard periodic boundary conditions being im-
posed in order to simulate an infinite fluid sys-
tem. " We make special note of the fact that the
periodic boundary prevents the occurrence of in-
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