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Data are presented on deep inelastic scattering of 56.8- and 150-GeV p+ from an iron
target at the Fermi National Acceleratory Laboratory. Observed event rates, averaged
over a wide range in ~, are compared to scale-invariance predictions for q up to 44
(GeV/c) . The ratio of the 150-GeV data to the scale-invariance prediction versus q~ is
not constant for all accepted ~ values. A fit of the form (1+g /A~) ~ yields a lower limit
of A & 10 GeV with 90% confidence, averaged over a restricted cu range.

Some years ago, Bjorken predicted' that the
structure functions in the deep inelastic scatter-
ing of leptons from nucleons, although nominally
functions of two variables, q' and ~, ' would actu-
ally, in the limit q'/v'-0, be functions of ~ only.
This prediction and the subsequent experimental
evidence for its validity discovered at Stanford
Linear Accelerator Laboratory (SLAC)' led to
many predictions based on a hypothetical point-
like character of the constituents of the proton
and neutron, usually called the parton model. ~

The experiment reported here extends the scal-
ing test in q' and ~ using high-energy muons
scattered from an iron target at the Fermi Na-
tional Accelerator Laboratory.

The test of scaling is made by comparing dis-
tributions of kinematic quantities at two incident
muon energies, 56.3 and 150 GeV, using a large-
aperture spectrometer which changes with energy
so as to keep ~ acceptance and resoluticn con-
stant. The realization of the scaling geometries
is shown in Fig. 1. Longitudinal distances scale
as EE„q' and E' scale as &,. The counting rate
scales as E, ' and is compensated by scaling the
target ma. terial (233 g/cm' at 56.3 to 622 g/cm'
at 150 GeV). Relative momentum resolution of
14%%uo is held constant by using three degaussed
magnets as extra scattering material in the 150-
GeV configuration. The total magnetic field inte-

gral scales as v&, ((P~) =1.3 or 2.2 GeV/c) and
is known to 1%% with an uncertainty of 0.5/o in its
variation over the radius. A scattered-muon
trigger is defined by three scintillation counter
banks, SA. , SB, and SC in Fig. 1, having a hole
in the center to prevent beam triggers. A fourth
bank of counters, HV„ is placed upstream of the
target to veto accidental beam-halo coincidences.
The beam size at the target is sharply defined by
another veto, HV, . Beam muons or muons scat-
tered through very small angles are vetoed by a
coincidence of two veto counters labeled BV and
BV'. Only information in SC»» has been used
in event reconstruction to avoid bias due to show-
ers. The data are presented in several ways in
order to investigate stability with respect to dif-
fering assumptions as shown in Fig. 2. Scaling
the apparatus at each energy is designed to cause
the ratio of yi lds at 150 and 56.3 GeV to be unity
if scale invariance holds. The chief scale-nonin-
variant change in running conditions was the 20/c
larger diameter of the 56.3-GeV beam. To com-
pensate approximately, the accepted region of
the beam was reduced in size by a 4.5-cm radius
and 1-mrad angle cut at each energy. Muon flux
changes caused by beam cuts were computed us-
ing a sample of random beam tracks collected as
an auxiliary trigger during running. The result-
ing "small-beam" scattering yields are shown in
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FIG. 1. Apparatus for the scaling test. Shaded magnets are on, others are degaussed. The spark-chamber mod-
ules have four planes each and are labeled SC&. Multiwire proportional chambers of two planes each are shown as
PC; upstream PC and scintillation counters are not shown.

Fig. 2(a) [2(b)] for E, = 150 (56.3) GeV, plotted in
q' bins of 4 (1.5) (GeV/c)'. The 150/56. 3 ratio
appears in Fig. 2(f). The mean qu varies from 20
in the lowest q' bin to 2.5 in the highest bin. This
test of scaling is independent of assumptions on
the form of vW, (u/) and can be biased only by cer-
tain small residual scale-noninvariant effects in
the apparatus or analysis. '

Data are also compared to a Monte Carlo calcu-
lation based on SLAC-Massachusetts Institute of
Technology (MIT) fits' to vW, ~ and vW, ' with R=
0.18.' Known physical effects of any consequence
are incorporated into the Monte Carlo calculation,
including Fermi motion in the iron nucleus, mu-
on energy loss, Coulomb scattering in material,
radiative corrections, and measuring errors.
The 150-GeV data and Monte Carlo yields are
shown in Figs. 2(c) and 2(d), and their ratio in

Fig. 2(g).' The enhancement at low q' is attribut-
ed to large-cu events [(u/) -20] outside the SLAC
q' range. The result of removing events having
&I/&9 is shown in Fig. 2(h). Since high-q events
come from a lower ~ region, they are not affect-
ed by this cut. Direct comparison with SLAC-
MIT results' in their kinematic region yields
agreement within 101." This result supports
further p.-e universality. " The ratio of 56.3-
GeV data to SLAC with no constraint is plotted
in Fig. 2(i).

To parametrize the sensitivity of the data to
possible violations of scale invariance, the ratios
in Figs. 2(f)-2(i) are fitted by a "propagator" term
in the cross section of the form N(/1+ 'q/A)'
(Table I) in three ways: (a) A '= 0 and N is al-
lowed to vary. (b) Both A 2 and N are allowed to
vary. This procedure allows A ' to parametrize
a q' dependence of the ratio, corresponding to a
deviation from unity at high q' or at low q2 or
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FIG. 2. Data for the scaling test. Muon scattering
yields per 108 beam muons are plotted for (a) 150-GeV
small beam, (b) 56-GeV small beam, (c) 150-GeV full
beam, and (d) Monte Carlo (MC) calculation for 150-
GeV full beam. Bins in q are 4 (1.5) (GeV/c) for
150- (56-) GeV data; the highest bin contains all data
above 48 (18) (GeV/c)~. The absolute acceptance ver-
sus q~ is shown in (e) (Hef. 18). Yield ratios are plot-
ted for (f) (150-GeV data)/(56. B-GeV data) (a/5):,
(g) (150-GeV data)/(MC calculation) (c/d); (h) same
as (g) with ~ &9; and (i) (56.8-GeV data)/(MC calcula-
tion). For ratios of 150- to 56.B-GeV data, the range
of q is indicated for the 150-GeV data; the 56.B-GeV

q are smaller by a factor of 3/8. Indicated errors
are statistical only. The mean cu varies from 20 in the
lowest q bin to 2.5 in the highest bin. Ratio of yields
is unity if scale invariance holds.
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TABLE I. Fits to the ratio of rates as a function of q2.

Constant
Confidence

level
N (%)

A x10
(GeV-')

N(1+q /A') 2

Confidence
level

(Vo)

A x10
(GeV-')

~(1+ q2/A2) 2 &

Confidence
level

(Vo)

Ref�.

Fig. 2

Data
MC

150
(All )

150
(cu & 9)
56.3

(All ~)

1.02 + 0.02

0.95 +0.08

1.02 + 0.02

40

1 g0+0.08 By+22- 0.07 -20

11+0.08 44+ 24- 0.08 -21

1 11+0.03 74+26-0.03 -24 4S

0 96+Oe027- 0,027
6+10-10

0.008

40

0.84

(h)

1+Xq /A
1+@ /A

q /A a b

1+q~/A~

Data 150/56.3
Data (AQ w) 0.90 + 0.08 1 08+0.12 104+74

0
02+0 04-0.04

71+31-28

~X constrained. See Ref. 12 for details. X = 56.3/150.

both. (c) An extra term in )(' is added which con-
strains N within a Gaussian error. " The best-
fit values of A ' in Table I for these fits are larg-
er than zero. The indicated errors are statisti-
cal. A drop of A ' with imposition of the normal-
ization constraint suggests that a significant com-
ponent of the observed slope in q' is caused by
ratios exceeding unity at low q', particularly in
the case of the data in Fig. 2(g).

Sensitivity of the results to variation between

djfferent analysis strategies is estimated by

comparing these individual results with their av-
erage (used to produce Fig. 2). These compari-
sons give agreement within about 10/0 over the
range 12(q2(35 (GeV/c)' for 150-GeV data. The

analyses are sensitive to possible biases in cali-
bration and resolution of muon energy recon-
struction, to which we currently assign a system-
atic error o(A ') =20x10 GeV '. Other sources
of systematic error tfor example, scale-nonin-
variance of R(= o,/v, ) and of radiative correc-
tions] increase our interim overall systematic
error allowance to v(A ') = 25 x10 ' GeV ' at 150
Ge V.

The ratio of the 150-GeV data to the SLAC pre-
diction does not fit the hypothesis of a constant
value as a function of q' without severe restric-
tion of accepted ~ events. A propagator fit gives
A ') 0 by 2.7 standard deviations (0.7/0 confidence
level for A '-0) when the systematic errors are
added in quadrature with the statistical errors.
The (150 GeV)/(56. 3 GeV) and the (56.3 GeV)/
(SLAC prediction) ratios also fit poorly to a con-
stant ratio versus q'. The ~ range for 56.3-GeV

data is identical to that at 150 GeV. Parametriz-
ing the possible deviation of scale invariance with

the propagator fit is a poor choice since the A '
values obtained depend on the cv region included,
and K tends to exceed unity.

When the fits are restricted to high q' and low

~, the parameter A is greater than 10 GeV at
the 90/0 confidence level. Previous muon inelas-
tic scattering experiments" set a limit A )5.1

GeV t(A '(380) x10 4 GeV '] with 95/0 confidence
in comparisons with electron scattering.

The results presented here are a preliminary
look at a subset of our data. The remaining scat-
tered muons in our total sample come from oth-
er target positions and materials covering a wid-
er range of q', both lower and higher, and data
in the large-~ region. The results will be re-
ported soon. We thank L. Litt, B. Meyer, K. Ra-
jendra, B. Thelan, and D. Chapman for their
contributions. We acknowledge the assistance of
R. Huson, P. Limon, R. Orr, T. Toohig, T. Ya-
manouchi, and other staff of the Fermi Labora-
tory.
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The 150/56. 8 ratio is "constrained" to 1.0 +0.05.
The data-to-Monte Carlo ratios are constrained to N
=0.925 +0.038 (Ref. 11) times an estimated detection
efficiency of 0.95 +0.10.

The acceptance is primarily defined by the maximum
and minimum scattering angle and this is a function of
q2 and u. Figure 2(e) shows the average acceptance
versus q .
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Influence of the one-pion exchange current brought about by the N*(1236) excitation is
considered for the photon spectrum of radiative muon capture in calcium. It is found that
the relative rate of radiative to ordinary muon capture is substantially lowered and that
the discrepancy between partial conservation of axial-vector current theory and experi-
ment is removed.

I

A recent experiment' which measured the energy spectrum of the internal bremsstrahlung of radia-
tive muon capture in calcium presents a puzzling problem. The experimental spectrum is completely
inconsistent with a shell-model calculation based on the effective Hamiltonian for radiative muon cap-
ture by a free proton. In the effective Hamiltonian the Goldberger- Treiman prediction is used to ex-
press the induced pseudoscalar form factor k& in terms of the axial-vector form factor g~ -——1.24. How-

ever because of the nonconservation of the axial current, the effective g~ and h& to be used for a nu-

cleon bound in a nucleus cannot be the same as those for a free nucleon. Indeed it was found that in

ordinary muon capture both g& and h& are reduced as a result of exchange current arising from the
N*(1236) isobar. '

In this note I show that inclusion of the hitherto neglected effect of the pion exchange current re-
moves the necessity for unfounded alteration of h& from the partial conservation of axial-vector cur-
rent (PCAC) prediction. l

The matrix element for the process in. which a stopped muon is absorbed while a y ray is given off

by two nucleons interacting through the exchange of a pion is obtained by inserting a photon at all pos-
sible places in the corresponding nonradiative Feynman diagram. The resulting set of diagrams is
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