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For the Crab pulsar (l. =10ss erg/sec, 0 =200 rad/
sec), J', = 1.7 x 10" particles/sec and e ~,„=2.8
&10"(d,/J) eV. Thus, for a given I., a larger
flux of lower energy or smaller flux of higher-
energy cosmic rays may be obtained, depending
on J. In either ca,se, 50% of the pulsar wave
luminosity is converted into cosmic rays of ener-
gy less than c ~. Within the superrelativistic
approximation, these conclusions may be valid
for the relativistic injection of neutral plasma of
any composition.

Care must be exercised in drawing far-reach-
ing quantitative conclusions from our plane-wave
model. Dependences on the azimuthal and polar
angles in spherical geometry have been ignored.
Furthermore, for a plane wave to be a good ap-
proximation, the radial excursion D of a particle
during a half-period q = m, D =(mc/G)P /(P' —1),
should be smaller than the radial scale length.
This is only marginally satisfied at the injection
radius and even less well at larger radii. Clear-
ly, investigation of the spherical wave is called
for.
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From measurements of proton-proton elastic scattering at very small momentum trans-
fers where the nuclear and Coulomb amplitudes interfere, we have deduced values of p,
the ratio of the real to the imaginary forward nuclear amplitude, for energies from 50 to
400 GeV. We find that p increases from —0.157+ 0.012 at 51.5 GeV to +0.039+ 0.012 at
393 GeV, crossing zero at 280+ 60 GeV.

We have determined the ratio p(Z) of the real
to the imaginary part of the forward proton-pro-
ton elastic nuclear scattering amplitude for inci-
dent energies from 50 to 400 GeV. The measure-
ments were performed at the National Accelera-
tor I aboratory by observing wide-angle recoil
protons from an internal hydrogen gas-jet target.
Elastic scattering was studied in the range from
[t[=0.001 (GeV/c)', which is well inside the Cou-
lomb region, to [t~ = 0.04 (GeV/c)', where the
nuclear interaction dominates. The ratio p was
determined from the strength of the interference
between the nuclear and Coulomb amplitudes in
the t region where they are comparable,

- 0.002 (GeV/c)'.
Previously, p was measured at energies up to

70 QeV at Serpukhov in an experiment similar to
the one reported here. ' Recently, the CERN-
Rome collaboration at the CERN intersecting
storage rings (ISR) reported' p to be + 0.02 +0.05
at 290 GeV and + 0.03 +0.06 at 500 GeV (lab equiv-
alent energy). We find that p increases from
—0.157 + 0.012 at 51.5 GeV to + 9.039 + 0.912 at
393 GeV, crossing zero at 280+ 60 GeV.

Our experimental method makes use of the fact
that the kinetic energy 7.' of the recoil proton
from ela.stic p-p scattering is directly related to
the momentum transfer through ~t) =2yyzT, where
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ypg is the proton mass. In order to reach small
t values, the target consisted of a pulsed hydro-
gen gas jet' with a density of about 5x10 ' g/cm'.
The density distribution of the jet at beam height
was approximately Gaussian with a full width at
half-maximum of -12 mm. The energy of the in-
cident protons is directly related to the time dur-
ing the acceleration cycle at which the jet is
pulsed and could be selected between 50 and 400
GeV.

Since, for fixed t, the angle of the recoil pro-
ton with respect to the incident beam is practi-
cally independent of the beam energy, the same
detection apparatus could be used for measure-
ments at any desired energy. Thus, the jet was
pulsed more than once during a single accelera-
tion cycle, typically twice. The duration of each
pulse was 200 msec which corresponds to an
energy bite of +10 GeV.

Recoil protons emerging from the jet were re-
corded by an array of ten silicon solid-state de-
tectors, each of an area -100 mm2, placed at a
distance of 2.48 m from the target. The thick-
ness of the detectors ranged from 0.1 to 5 mm in
order to stop the elastic recoils and thus provide
a precise measurement of their kinetic energy.
The detectors were mounted at equal 9.3-mrad
intervals on a movable carriage. Data were
taken at six carriage positions separated by 1.86
mrad. At one position, adjacent detectors over-
lapped, providing a cross calibration of detector
efficiency and acceptance. Two detectors mount-
ed at fixed positions and two scintillator tele-
scopes were used as monitors. This apparatus
is similar to the one used for a measurement of
the slope of the forward diffraction peak of p-p
scattering. 4

Recoil protons from elastic scattering gave dis-
tinct peaks in the energy spectrum of each detec-
tor. The width of the peak was essentially due to
the width of the jet. Background under these
peaks was small and primarily caused by scatter-
ing from residual gas (associated with the jet) in
the accelerator vacuum system. This background
contribution was estimated by running five out of
every fifteen pulses with the detector carriage 64
mrad closer to 90', where the elastic peaks were
either completely eliminated or shifted toward
much lower energies. After this background was
subtracted, a very small residual background re-
mained on the low-energy side of the elastic peak.
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FIG. 1. The measured differential cross section do/
dt for P-P small-angle scattering at 400 GeV. The
curve is the best fit to the data which are normalized
as discussed in the text.

This was attributed to recoil protons from inelas-
tic collisions and was subtracted both by an empi-
rical fit as we11 as by using known data on reso-
nance excitation'; both methods yielded similar
results, the correction to the data being approxi-
mately 1 to 2%.

From the elastic peaks we obtained the differen-
tial cross section do/dt by two different methods
which yielded the same result within experimen-
tal error. In one case, the peaks were fitted
with a distorted Gaussian function; in the other,
the number of counts in the elastic peak was de-
termined by summing over a fixed width of the
jet.' The vairation of t and of do/dt over the elas-
tic peak was taken into account in the calculation
of the observed data points. Corrections were
made for counting losses due to dead time (s 2%)
and to nuclear interactions in the detectors
(c 0. 5%%u~). Typical differential cross sections ob-
tained through this procedure are shown in Fig. 1
for 400-GeV incident energy. The absolute val-
ues of )f ~

were determined by a simultaneous fit
to the observed energies of the elastic peaks,
making use of the precisely known spacing be-
tween detectors and carriage positions.

The observed differential cross sections were
fitted by the Bethe interference formula, '
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where g is an overall normalization factor, ~ is
the fine-structure constant, G(t) is the proton
form factor = (I+q'/0. 71) ', o.y is the phase of
the Coulomb amplitude (we used the phase calcu-
lated by Yennie and West, ' where ay = o. [»(to/It I)
-C], t, =0.08 (Gev/e)', a.nd C =0.5't7), and b is
the nuclear slope parameter.

In fitting the data with Eq. (1), the slope param-
eter b was allowed to float with a Gaussian error
of +0.2 (GeV/c) ' about our recently reported
values'

g = 8.23+0.556 lns. (2)

TABLE I. The ratio p(s) =H,e+(Z)/ImE(E} of the p~
forward scattering amplitude.

Z(a)
(GeV)

51 5

145.0

174.6

185 ' 4

215.5

244. 1

269.2

348.7

393.0

s

(Gev )

98

178

273

329

349

405

459

506

656

739

„(b)

-0.157 + 0.012

-0.098 + 0.012

-0.064 + 0, 010

-0.039 + 0.012

-0.038 + 0.01.4

-0.020 + 0.012

-0.013 + 0.010

+0.022 + 0.015

+0.025 + 0.015

+0.039 + 0.012

(c)
b

(GeV )

10.80

ll. 13

11.36

11.46

11.48

11 55

11.62

11.69

11.86

11.90

(&)
GT

(mb)

38.44

38.46

38.71

38, 88

38.94

39.11

39.27

39.43

39 79

39.98

hp/ha

(mW )

-0.033

-0.029

-0.026

-0.025

-0.025

-0.024

-0.023

-0.022

-0.020

-0.020

'The energy bins are centered at the value indicated
and are typically 20 GeV wide.

"The data are subject to an overall energy indepen-
dent systematic uncertainty of + 0.015.

These values are obtained from the fit when g is con-
strained with a Gaussian error of + 0.2 (QeV/c) about
the value given by Eq. (2) of the text.

The values of crz used as an input to the fit. These
are obtained from Eq. (3} of the text.

The values of the total cross section were fixed
according to the expression

o.r = 38.4+0.491n'(s/122).

Equation (3), given by Leader and Maor' for pro-
ton energies E & 50 GeV, fits well the Serpukhov"
and ISR data. ""The overall normalization K
and the ratio p of the real to imaginary nuclear
amplitude were treated as free parameters. The
results of this fit are given in Table I.

The error on p contains contributions from the
following effects:

(a) The error on the measured values of da/dt.
This includes the statistical error of the data'
and of the background subtraction, as well as an
uncertainty of 1% for our knowledge of the detec-

TABLE II. Errors in the determination of p(s)
= ace(E)/IAAF (~) .

Source of error Typical contribution to ~
Statistical uncertainty and

uncertainty in detector
area

Error due to variations in
jet width and position

Error in g

~/~ =+0.04 (GeV')
Error in detector angular

position
~/46= —0.04 (mrad ~)

Error due to az
~/&, =-0.025 ( b-')

+ 0.008 to 0.012

+ 0.008 to 0.012

Less than +0.008

Possible overall
systematic shift
by + 0.015

Not included

tor area. The resulting error on p ranges typi-
cally from 0.008 to 0.012. The X for the fits
ranges from 45 to 85 for 56 degrees of freedom.

(b) An error due to variations in the position
and shape of the gas jet. This contributes to the
error in p between 0.008 and 0.012.

The two errors (a) and (b) have been added in
quadrature and the result is the error quoted in
Table I. In addition, the values of p are subject
to an overall systematic shift of +0.015 due to an
uncertainty of +0.4 mrad in the angular position
of the detectors. " The values of the slope param-
eter 5 used in the fit are shown in Table I; an un-
certainty of + 0.2 (GeV/c) ' in b ha, s been includ-
ed in the fit and its effect on p is contained in the
quoted error Ep. The effect of 5 on p is typical-
ly b.p/b, &=+0.04. These effects are summarized
in Table II. The dependences of p and cr~ are
strongly correlated. For this reason we have
included in Table I the value of 0 ~ used at each
energy as well as b,ply. o r. It is important to
stress that a decrease in (Y~ results in an in-
crease in p. Thus, if o r were constant with ener
gy, then the values of p obtained from these mea
surements would be even higher (more positive).

Our results are plotted in Fig. 2 together with
the Serpukhov data' and ISR data. Our data show
that p(E) crosses zero at 280 +60 GeV and be-
comes positive. It is inconsistent with the possi-
bility that p(E) approaches zero asymptotically
from below in this energy range.

Dispersion relations provide a connection be-
tween the behavior of p(E) and the energy depen-
dence of the proton-proton and antiproton-proton
total cross sections. " This integral relation is
such that p measured at ener gy Eo has a certain
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ticular, we wish to thank the members of the In-
ternal Target Laboratory for their help in in-
stalling and operating the target. In addition, the
Soviet members of the group express their deep
gratitude to the State Committee for Utilization
of Atomic Energy and to the Joint Institute for
Nuclear Research (Dubna) for their constant sup-
port.
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FIG. 2. The ratio p of the real to the imaginary part
of the forward P-P nuclear amplitude as a function of
energy. The curves are dispersion relation calcula-
tions assuming (I) ar(PP) and o.r(PP) increase as ln'(s/
122} to E; (II) v&(PP) is constant for E& 120 GeV at 38
mb; (III) az, (PP) becomes constant above 2000 Gev at
43.5 mb. In each case it is assumed that 0~(PP) ap-
proaches 02+P) as E o 60~.

sensitivity to the behavior of err(pp) and a r(pp) at
energies above $0. This question has been stud-
ied under various a,ssumptions concerning the
extrapolation of ar(pp) and or(pp) to energies
above those at which measurements now exist.
As an illustration, we have plotted on Fig. 2 dis-
persion-relation curves for the spin independent-
amplitudes calculated by using the form quoted
by Fading" and using the parametrization of the
total cross sections given by Ecl. (3). It is as-
sumed that o r(pp) and ar(pp) obey the Pomeran-
chuk theorem, approaching equal values at infi-
nite energy as F. '-', with the following energy
dependence": Curve I, ar(pp) and a„(pp) increa. se
as ln2(s/122) to E„; Curve II, o r(pp) is constant
for E &120 GeV at 38 mb; Curve III, err(pp) is
constant for»2000 GeV at 43.5 mb. If disper-
sion relations are valid, and if the Pomeranchuk
theorem holds and the high-energy tota. l cross
sections vary monotonically with energy, and
approach each other as a power of energy, our
data are consistent with an increase in o r(pp)
at least up to 2000 GeV as reported"" and incon-
sls'tellt wltll a collstallt a r(PP) above 120 GeV.
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