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proach in this quest. First, note that the exten-
sive biaxial phase region on the right side of Fig.
1 corresponds to high density and/or low temper-
ature. Experience with ordinary nematic liquid
crystals indicates that these conditions are likely
to lead to crystallization before a biaxial phase
could appear. However, according to Fig. 1, it
should also be possible to reach the biaxial phase

by adjusting T*, the effective molecular asym-
metry parameter, without necessarily decreas-
ing the range of stability of the liquid crystal
phases or changing conditions likely to affect
crystallization. The biaxial phase and the spe-
cial critical behavior should both appear when

we achieve a crossover between rodlike and plate-
like behavior. One way to do this would be to
make mixtures of rodlike and platelike mole-
cules' with similar melting points and favorable
dispersion interactions. ' The phase diagram for
such a two-component fluid would be similar to
that in Fig. 1 with concentration playing the role
of T*. Furthermore, such a mixture would ame-
liorate the ever-present chance that crystalliza-
tion might intervene before a biaxial phase could
be achieved. Even before a biaxial phase ap-
pears, the onset of the crossover region might
be investigated by measuring the behavior in the
discontinuity in the order parameter x at the iso-
tropic-uniaxial transition and looking for a linear
decrease as the point A. is approached.

In conclusion, we have solved a model in a
mean-field approximation, and the results sug-
gest that a fluid of biaxial particles might be a
most interesting system for both theoretical and

experimental study of phase transitions.
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We have studied the dynamics of the order-disorder phase transition in Ni&Mn by neu-
tron-scattering techniques. The relaxation time constant for the long-range order is
about 90 min at a temperature 15'C below the critical temperature, but closer to the
critical temperature it increases by more than an order of magnitude. This critical
slowing down varies as the reduced temperature to a power of 1.04+0.09.

The full dynamic behavior of Ising systems is
not built into the Hamiltonian since the Hamilto-
nian does not provide a mechanism for changing
the z component of spin on any atom. A number
of recent theoretical treatments' have intro-
duced an external spin-flipping mechanism to
bring the system to equilibrium and, on this
basis, have predicted critical slowing down with
a time constant given by the reduced temperature

raised to some power.
Order-disorder critical phase transitions in

binary alloys are believed to be excellent exam-
ples of Ising-type phase transitions. The Ham-
iltonian for the alloy ordering process is equiva-
lent to the Ising Hamiltonian if it is assumed that
the ordering energy varies '.inearly with the num-
ber of neighbors of a given type. The mechanism
which actually moves the atoms from one lattice
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site to another in the ordering process will be of
a diffusion type, probably vacancy diffusion in
the case we consider.

We chose the order-disorder process in Ni3Mn
for the present investigation for five reasons.
Firstly, it seemed that the time constants in-
volved were likely to be of order of a few hours,
and this is experimentally convenient. Secondly,
manganese and nickel atoms have similar size
so the order-disorder process should not involve
long-range strains, and it is hoped that the Ham-
iltonian corresponds closely to an Ising model
with short-range interactions. Thirdly, the neu-
tron cross sections were specially favorable for
such measurements because of the negative scat-
tering length of manganese; fourthly, large sin-
gle crystals were available; and fifthly, the tran-
sition has been shown to be of a critical type. '

The specimen was a single crystal of Ni2Mn

grown by the Czochralski method and purchased
from Materials Research Corporation, Orange-
burg, N. Y. The crystal was in the form of a
cylinder l in. long, —, in. in diameter, mounted
about 15' from the vertical. The uniformity of
the critical temperature through the specimen to
within 0.5' indicates that the chemical composi-
tion was uniform to about 0.05% throughout the
crystal. '

The crystal was mounted in a vacuum furnace
that had a temperature stability of about 0.2'C
over long periods. The temperature gradient
across the specimen was also about 0.2'C. The
response time of the furnace was such that it
was possible to give the specimen a step-like
change in temperature of a few degrees over a
period of about 5 min without inducing specimen
temperature oscillations. This time was more
than an order of magnitude faster than the re-
sponse time of the order-disorder system.

The degree of long-range order in the system
was measured by observing the intensity of the
(100) superlattice Bragg peak on a conventional
neutron double-axis spectrometer set for a neu-
tron wavelength of 1.05 A. The spectrometer
was located at the McMaster University reactor.
Although the (100) Bragg peak was less intense
than the (200) peak by a factor of 4 in the ordered
state, it is likely that the peak intensity shows
some extinction effects. However, it is unlikely
that these effects will change so rapidly with tem-
perature as to significantly affect the measured
time constants. Relaxed collimation was used
and our results should not be affected by domain
size effects.
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A typical experimental result is shown in Fig. 1.
For this measurement the specimen was held at
492.0'C until it came to equilibrium and then at
time t=0 it was rapidly heated to 498.6'C. The
logarithm of the difference between the count rate
at time t and at time t =~ is plotted against t.
For an exponential decay the graph should be a
straight line, and this is indeed the case. The
slope of the graph gives the time constant T. The
results were found to be repeatable and indepen-
dent of the initial temperature so long as the tem-
perature difference was not too large. For larg-
er temperature differences the points at small
times t departed from the straight-line plot, but
the data at larger times followed the linear plot.
For reasons which we do not understand, the
data did not show the same behavior if the speci-
men was not allowed to come to {or near to) an
equilibrium state before changing the tempera-
ture at t = 0.

Figure 2 plots the observed time constants
against the temperature T. The critical slowing
down around the critical temperature is quite pro-
nounced, amounting to an order-of-magnitude
variation in the time constant. The critical tem-
perature as determined from the peak in Fig. 2
is 499.7 +0.4'C. There may be some broadening
of this temperature by about 0.5'C. Since our
temperature control is a little better than this
(0.2'C), it is likely that the broadening indicates
small variations in stoichiometry of the specimen.

In interpreting these data we have assumed that
the observed time constant ~ is the product of the

Time ( minutes }
FIG. I. Semilog plot of the neutron count rate versus

time. At time zero, the specimen temperature was
changed from 492 to 498 C. The long-range order, as
reflected by the neutron count rate, relaxes with a time
constant of 405+80 min. The count rate plotted is the
difference between the observed rate at a given time
and the rate at time t =~.
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FIG. 2. Belaxation time of the long-range order plot-
ted as a function of temperature. There is a sharp
peak at the critical temperature, shown on an expanded
temperature scale (inset). The slow increase in the
relaxation time at low temperatures arises from the
temperature variation of the diffusion process.
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Ising time constant 7, and of the diffusion time
constant 7.D, so that

7 7'f TD ~

The diffusion time constant can be pictured as
setting the unit of time for the operation of the
Ising time constant. Over a restricted tempera-
ture range the diffusion time is assumed to vary
with temperature as

where k is Boltzmann's constant and E is the acti-
vation energy for the dominant diffusion process.

The Ising time has been assumed to vary with
temperature according to a simple power law,

Equations (1)-(3) have been fitted by least
squares to the data of Fig. 2. A satisfactory fit
is obtained with or without allowing T, to vary.
The best fit gave T, =500.0+0.3'C and E=3.0*0.2
eV. Putting in these values, Fig. 3 shows the
Ising time constant v& plotted against 1 —T/T, on
a log-log scale. The graph forms an excellent
straight line with critical exponent 4 = 1.04 +0.09.

The theoretical treatments of the Ising dynam-
ics concentrate mainly on the two-dimensional
case. There the different treatments give values
of 4 in the range 1.75 to 2, with some conjectures
that ~ =y=1.75. Yahata suggests 6 = 1.4 for
three dimensions. Both this and a value of 6
equal to y in three dimensions (1.25) are not in

FIG. B. I,og-log plot of the Ising relaxation time ver-
sus the reduced temperature. Over two decades of
temperatures, there is a straight-line fit correspond-
ing to a critical index of 1.04 +0.09.

accord with our experimental results.
The only other quantitative dynamic data that

we have been able to find in the literature for
temperatures near enough to 7.', for the critical
slowing-down to be seen are those of Siegel" and
Lord" in Cu, Au. For this material, Cowley"
has suggested that the phase transition may be of
first order, though Lord and Siegel's data are of
a type typical of second-order phase transitions.

Lord and Siegel's data were taken before the
enormous developments in our understanding of
critical transitions during the last 15 years. No

quantitative interpretation of their results was
attempted. We have fitted Lord's time constant
y with the equations of this paper. There is a
reasonable fit with a critical exponent of 1.18
using T, as given by Lord, but a noticeably bet-
ter fit for a critical temperature 1.6 K lower
with critical index 0.81.

It is hoped that this paper will open a new area
for study in critical dynamics. There is clearly
much more to be done before the complete pic-
ture unrolls. Obvious extensions of the work are
to measurements above T, and to measurements
at nonzero wave vector, and also to measure-
ments with other techniques.
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First-principles calculations of the electronic band structure for the layer-type com-
pounds 2H-NbSe& and 2H-MoS2 predict a 1-eV hybridization gap within the d, 2 and d~,
d„2„~2 manifolds of the metal-atom 4d bands. This produces a narrow (-1 eV) filled
va1ence band in 2H-MoS2 and a half-filled conduction band in 2H-NbSe&, in agreement
with electrica1, optical, and recent photoemission date.

There has been considerable interest recently
in the electronic structure of the transition-met-
al dichalcogenide (MCh2) layer compounds.
These rather remarkable materials consist of
two-dimensional ChMCh sandwiches that are
weakly bonded to one another along the third di-
mension. This produces highly anisotropic crys-
tals that are readily cleaved and easily interca-
lated with organic molecules or alkali-metal
atoms. ~

Recent photoemission (PE) studies2 ' on metal-
lic 2H-NbSe2 and semiconducting 2II-MoS2 sam-
ples suggest a band-structure model that dis-
agrees with that obtained from a semiempirical
tight-binding calculation for 2H-MoS2 by Bromley,
Murray, and Yoffe' as well as the more schemat-
ic band models of Goodenough, s Wilson and Yoffe, ~

and Huisman et al. ' In this I etter, we report the
results of first-principles augmented-plane-wave
(APW) calculations of the electronic band struc-
tures for 20-NbSe2 and 2II-MoS2 which are con-
sistent with the PE, optical, and electrical data.
A significant feature of these, results is the occur-
rence of a i-eV hybridization gap within the M-
atom 4d manifold. These results suggest that 2H-
MoS2 and related group-VIB compounds form a

new class of materials in which a hybridization

gap is responsible for the observed semiconduct-
ing behavior.

The present calculations utilize no empirical
data other than the space-group symmetry and
the appropriate lattice parameters. ' They involve
approximate crystal potentials that are derived
from neutral-atom charge densities, using tech-
niques that have been described previously. ~ '

The results of the present AI'W calculations
are shown in Fig. 1, where E(k) curves for both
compounds are plotted along symmetry lines in
the I'MK plane as well as the 1"A direction of the
hexagonal Brillouin zone. The band shapes are
only approximate since the APW calculations
have been carried out only at the symmetry points
and at the midpoints of the P' and T lines. These
compounds have similar but not identical crystal
structures. Since these 2H-MCh2 polytypes con-
tain two molecules per cell, there are a total of
ten M-atom d bands and twelve Ch-atom p bands.

Although covalency effects produce substantial

p -d mixing, the ten bands in the upper portions
of Fig. I are derived primarily from the metal
4d orbitals, whereas the twelve lower bands orig-
inate from the Ch-atomp orbitals. Covalency ef-
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