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Effects of large phase gradients on the Josephson relation have been estimated by a
modification of the Aslamazov-Larkin theory. The results are applied to explain the
Dayem-Wyatt effect.

In some circumstances current density asso-
ciated with the Josephson phenomena can be quite
large. When this occurs, effects due to the spa-
tial variation of the quantum phase may become
important. Ordinarily, for insulating tunnel bar-
riers, such effects are negligibly small because
of the relatively low current density associated
with this type of barrier. However, these effects
could become significant in junctions in which the
dimension parallel to the current flow approxi-
mates the de Broglie wavelength ot' the current.
This Letter outlines an analysis of that situation
based on a modification of the Aslamazov-Larkin
theory. ' The results of the analysis are used to
describe the large Dayem-Wyatt effect' in prox-
imity-effect bridges.

In the proximity-effect bridges, the cross sec-
tion is typically about 1.0 ' cm' and thus, for a
given current, the current density is about 10'
times that in the usual superconducting-normal-
superconducting (SNS) tunnel junction. Experi-
mental results on the variation of critical current
with temperature for a typical short tin-gold prox-
imity-effect bridge are given as the solid line in
Fig. 1. The current is exponential in tempera-
ture as predicted' for SNS junctions, but varies
with temperature somewhat more rapidly than
anticipated. Application of rf radiation in gener-
al enhances the critical current of these bridges.
Figure 1 also shows the maximum enhanced su-
percurrent for this bridge when irradiated by 2-
GHz radiation.

The usual Josephson analysis considers cur-
rent flow through a junction region separating
two supereonductors of constant phase, p, and

Aslamazov and Larkin (AL) showed that at
low current density Josephson's result also fol-
fowed from a model which treated the junction as
a two-phase region in which the amplitude of the

1000

IOO—

+No rf

o 2GHz

a+ 10—

I—I

0 0—

0. 1

2.0 2.5
(Tc) Sn

I

4.0

FIG. 1. Temperature dependence of the critical cur-
rent of a Sn/Au proximity-effect bridge. Crosses, data
points without external rf; circles, those for maximum
enhancement by a 2-GHz rf field. T~(Sn) is the transi-
tion temperature of the tin film. Bridge dimensions:
length, 1 pm; width, 39 pm; thickness, O. l pm and re-
sistance, 10 m~.

separate phases was strongly position dependent.
They assumed that in the region of a junction

separating two similar superconduetors l and 2,
the wave function was composed of two terms,

4'=0, +0, = 4,'If(x) exp(iq', )+[i -f(x)] exp(ip )),
where f(x) is a function which rapidly goes to
unity in superconductor 1 and zero in supercon-
ductor 2, and g, is the undisturbed amplitude far
from the junction. Thus the first part of the wave
function above is phase coherent with supercon-
ductor 1 and the second part is phase coherent
with supereonduetor 2. If current is defined in
terms of the usual gradient operator, AL showed
that the current resulting from this wave function
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is j,~ g,'fVf sin(y, —p, ).
We have attempted to include high-current-

density effects in this model by allowing the phase
to be a function of position as well, p = y(x), and
then calculating current in a similar manner to
that of AL. The result is

j,~ g 'fVf sin(p, —p, )

+ (,'f'(Vp, + Vp, )[1+cos(y, —q, )]. (1)

In a real junction, such as SNS, we interpret
Vf as being primarily determined by the spatial
variation of the wave function as it decays into
the normal (N) region, while Vy is determined
primarily by the current source. If Vp, and

Vy2 are correlated, the second term in Eq. (1)
also represents a phase-dependent supercurrent.
In this model, phase coupling results through the
overlap of the two induced wave functions (, and

Since the superconducting pairs carry the
same linear momentum independent of their ori-
gin in P, or g„a momentum-conserving coupling
condition is Vy, =Vy, =V@, and hence the super-
current j, in this phase-coupled condition is

j,~g,'fVf sin(y, —p, )

+ &0'f' Vp [1+ cos (y, —p, )]. (2)

For this coupling scheme the time evolution of
the phase difference y, —p, is independent of
position and is governed by the potential differ-
ence between the two supereonductors, y, —y,
=(2e/I)fVdt+ p

Equation (2) is a strong function of position
within the two-phase region. However, neglect-
ing magnetic field effects we assume that the sa-
lient features of the phase dependence of the cur-
rent in a small junction can be expressed by an
average taken over the junction region:

j,= j~ sin(cp, —(p, ) + BVp [1+cos (y, —y, )]. (3)

In this approximation, f and Vf are assumed al-
ways to be time-independent parameters, and
thus J~ and B are temperature-dependent average
coefficients for the first and second terms. The
phase gradient remains as a variable to be de-
termined by the current or voltage source.

The phase-gradient term is proportional to the
reciprocal of the de Broglie wavelength, and thus
the second term of Eq. (3) is the two-phase equiv-
alent of the expression for current which would
occur in a single-phase system of constant am-
plitude. With this modification, the current de-
pends both on the sine and the cosine of the phase
difference as well as the phase gradient. How-

ever, the cosine dependence in this case does
not have the same physica. l origin as the similar
cosine dependence in tunnel junctions. ' In tunnel
junctions, current with a cosine dependence on
the relative phase occurs only at finite voltage
because of quasiparticle interference effects.
Here the cosine term exists even at zero volt-
age and reflects the dependence of the amplitude
of the wave function 4 on the relative phase of
the two components tt, and g, .

In this model the current depends on phase both
in terms of the usual phase difference (p, —cp2),
and also as the phase gradient Vcp. Below the
critical current the response of the supercurrent
to a voltage source can be approximated from
Eq. (3) by relating the phase gradient to the elec-
tric field. Since the electric field is defined as
E = —Vp/e and j = —2p/5, the B term in Eq. (3)
can be written as

2e 28 f'
jscc —Edt+o. 1+cos —

ll Vdt+pSg

In this case the amplitude of the B term is time
dependent directly, as well as through the time
dependence of the relative phase. If the applied
voltage is v =v, cos~t and we assume a linear
relationship between I'-' and V, this twofold time
dependence results in a complex frequency re-
sponse of the supercurrent within which is a
"rectified" component proportional to sin'vt of
magnitude

je~(2 ve/ 0v)I)J, ( e2v /0k+)sinP.

This rectified current represents a dc supereur-
rent, induced from an ac source, whose maxi-
mum amplitude (when P= ~w) is periodic in v, . It
shouM be noted that such "rectification" would
not take place without the phase-gradient term
in Eq. (1) and will not occur in the low-current
approximation. We suggest that this current may
be responsible for the Dayem-Wyatt effect.

In short proximity-effect bridges, the Dayem-
Wyatt effect is particularly large' and supercur-
rent can apparently be "created" at temperatures
considerably above the "transition temperature"
of the bridge by the application of radio-frequen-
cy voltages. Figure 1 shows the maximum crit-
ical current as a function of temperature for a
typical proximity-effect bridge with and without
the application of 2-6Hz radiation. It can be
seen that there is a strong enhancement of crit-
ical current over a wide range of temperature.
Without radiation the apparent transition temper-
ature was 3.2'K, which was increased to 3.9'K
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imum amplitude:

je ~ (2ev, /h&u)Z, (2ev, /k~) (5)
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by the rf fields.
There is an apparent discontinuity in the en-

hanced supercurrent at the transition tempera-
ture of the tin (-3.9'K). Above this temperature
T,(Sn) there is no supercurrent; at T,(Sn) the
current rises abruptly, as shown, to about 1 ~
and then increases slowly with decreasing tem-
perature, requiring -0.03'K to increase to 2 pA.
Whether this is a real effect or due to film in-
homogeneities is still under investigation. For
10-GHz radiation we find that the rf enhancement
persists over a wider temperature range than in-
dicated in Fig. 1, down to at least 1.8'K where
it still represents a 10% effect. Current noise
in the measuring system was &0.5 pA. We also
find that the rf-enhanced current can be modu-
lated periodically by a dc magnetic field.

The rf enhancement of the dc supercurrent in
these high-current bridges can be described by
assuming that the supercurrent is dominated by
the 8 term in Eq. (3), but that noise voltages act
to disrupt the correlation of phase gradients (Vp,
and Vy, ) on a time scale set by the noise band-
width. Thus superconductivity is suppressed at
low frequency, but reappears at frequencies
above the noise band. These bridges have been
shown' to have noise currents equivalent to John-
son noise over a bandwidth of approximately
RI,y, ', where R is the bridge resistance, I, is
the critical current, and po is the flux quantum.
However, if the frequency of the applied voltage
is above the noise cutoff frequency, the "rectify-
ing" indicated in Eq. (4) can still take place and
induce a time-average de supercurrent of max-

FIG. 2. Enhanced supercurrent as a function of 10-
GHz microwave power. These data were taken at 8.6'K
where no supercurrent was observed without external
radiation. Similar effects persist up to 8.9'K. Smooth
solid line, power dependence to be expected from Eq. (4).

Figure 2 shows the amplitude of the excess cur-
rent stimulated by an rf signal at 10 GHz as a
function of rf power. These data were taken at
about 3.6 K, nearly 0.4'K above the apparent tran-
sition temperature of the bridge. Equation (5)
has been fitted to the data (solid line in Fig. 2)
and agrees well except at low voltage where fluc-
tuations may still predominate. The limitation
on the enhancement is apparently set by a crit-
ical velocity (or maximum phase gradient), which
for Fig. 2 occurs for powers just larger than in-
dicated therein. For the situation illustrated in
Fig. 2, the bandwidth RI,p, ' is about &O' Hz.
This noise bandwidth is consistent with our ob-
servations that there is no rf-enhanced current
at 400 MHz, and a greater enhancement effect at
10 GHz than at 2 GHz. ln the temperature range
above 3.2'K, we also find that we can induce
"steps" in the I-V curve at finite voltage corre-
sponding to V =natu/2e for 2- and 10-GHz radia-
tion. This behavior is also expected from Eq. (3).

Above the critical current, which depends on
the maximum gradient (or critical velocity) in
this situation, this model also contains many of
the features of the "phase slip" process without
the analytically undesirable requirement of arti-
ficially shifting the phase state at some prede-
termined instant. By assuming a two-phase quan-
tum state, the effect of phase slip occurs auto-
matically since the amplitude of the wave func-
tion is a periodic function of p, —p, . Arguments
similar to those used in the phase-slip model'
can also be applied here to account for the ex-
cess supercurrent at high voltage which is usu-
ally observed in high-current bridges.
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Previous theories of off-diagonal disorder in the tight binding model of a binary alloy
are found to be incorrect in the dilute limit. We treat this limit exactly, and discuss the
extension to arbitrary impurity concentrations.

Recently, authors' have devoted a great deal
of attention to the following model of the binary
substitutional alloy A„B, „:

n&m

The simplifying feature of the model is that the
effects of the disorder do not extend over any
finite distance. Thus, the local energy levels
c„may take either of the two values c"or e~,
but the hopping integrals h„are always periodic.
On the basis of a comparison with exact results
concerning the limits of the allowed energy spec-
trum and the values of its leading moments, ' it
has been generally agreed that an excellent mean
field description of the model is provided by the
coherent potential approximation (CPA). There
is, however, another class of exact results that
are beyond the scope of this localized perturba-
tion model. These results, the most basic of
which is the Friedel sum rule, ' concern the
choice of self-consistent atomic potentials. As
Stern has shown, the essential difficulty lies in
the assumption of zero-range scattering forces.
Accordingly, a more physical description of the
alloy must include off-diagonal disorder, i.e.,
we must allow both h and e„ to vary randomly.

The problem of extending the CPA to treat off-
diagonal disorder has been discussed by several
authors. ' In addition, their methods have re-
cently been applied to the spin wave spectrum in
alloys of Heisenberg magnets, ' a system for
which the diagonal and off-diagonal scattering
must certainly be treated on an equal footing. It
is important then to realize that none of the pro-

posed approximations is correct in the low-den-
sity limit. Unfortunately, this is precisely the
limit of interest for the Friedel sum rule in me-
tallic alloys, and also for making contact with
the exact results of Wolfram and Caljxway' in
the case of insulating magnets. The present pa-
per is limited to a discussion of the electronic
problem; the formalism however is directly ap-
plicable to magnetic systems.

We begin by considering the Hamiltonian for a
single A impurity at the origin of an otherwise
perfect 8 crystal,

H =Ha+ l 0& bo(ol

(2)

b =(e"- e ) b =(h"s hss) ~

v(k, k') = b, + b,[s(k) + s(k ')j, (4)

where s(k) =g„exp(ik. R„) [the host E versus k
relation is then Es(k) = e +h s(k)j. For a given
(complex) energy z, Eq. (4), together with the
unperturbed Green's function G ' (k) = [z —E (k)] ',
permit an exact solution for the matrix elements
of scattering operator t(k, k') =(kl[1 —vg~ j 'v

the prime indicates that only nearest neighbors
are included in the summation. h~ and h" = h

describe host-host and impurity-host hopping, re-
spectively. In a momentum representation, the
impurity potential v(k, k') may be written
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