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are also inappropriate for these nuclei.
Because of the large number of missed levels,

resonance-parameter distributions and average
values of resonance parameters obtained by mul-
tilevel fitting of the low-energy resonances of
fissile nuclei can be unreliable. It appears that
a more reliable approach for obtaining certain
average resonance parameters is by a statistical
comparison of experimental and simulated cross
sections. Such an approach has been presented
recently. '

I wish to express appreciation to J. Blons,
D. R. Mathews, M. S. Moore, L. W. Nordheim,
and G. deSaussure for help and discussion on
certain aspects of this and related work. The
University Computer Center under Robert Swan-
son has been most generous in its time and as-
sistance.
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Perturbation of the ' ' U Decay Rate by Implantation in Transition Metals
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%hen implanted in transition metals, the decay rate of U is inQuenced by the free-
electron concentration of the host metal. The results can be qualitatively described by
means of the "rigid-band" and "screened-potential" models.

The "'U nucleus has a —,
'' isomeric state decay-

ing by an ES transition to the ~ ground state
with a decay constant A. of about 0.026 min '. The
transition energy has the exceptionally low value
of 73 +5 eV, and proceeds by internal conversion
in the outermost electron subshells, most prob-
ably the (6p, i,)', (6p, i,)', and 6d shells (or P II,
III, and IV shells, respectively) of uranium. '
These shells, and consequently the isomeric de-
cay rate, can be perturbed by changes in the
valence-electron subshells (5f)'(6d)(Vs)'. In a
previous publication, ' we have shown that indeed
the decay constant changes with the metal into
which the "'~U nuclei are implanted. We present
here more accurate and more numerous results,
showing that this effect is due to the interaction
between the outer atomic electrons of the "' U

impurity and the free electrons of the metallic
environment and not to some chemical effect as
proposed earlier. '

The isomeric level is fed by the n decay from
Pu, thus a "' U source is obtained by collect-

ing the recoils from a thin "'Pu deposit. If the
collector foil and the I'u layer are both under
high vacuum, the "' U nuclei keep their recoil
energy (&90 keV), and penetrate into the collec-
tor with a range of about 100 to 250 A, depending
on the metal used. In our previous study, ' the
activity of the "' U sources was followed with a
proportional flow counter, the transfer between
the collector position and the counter being done
under Ar (I atm). This procedure has several
drawbacks, the main one being the possibility of
surface oxidation and gas adsorption by the col-
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FIG. 1. Decay constant of ™Uimplanted in various
transition metals versus the atomic concentration of
the host metal. (a} Open Circles, group lb (mollova1811t
elements); closed circles, group VIII (divalent and tri-
valent elements); open triangles, group IVb (quadri-
valent elements}; (b) closed triangles, group Vb (penta-
va1ent elements); inverted closed triangles, group VIb
(hexavalent elements) . For Au and Ag, the data points
without error Gags correspond to the nominal atomic
concentrations (=nominal free-electron concentrations)
and the points with error Gags, to electronic concen-
trations deduced from the Hall coefficients (see text).

lector during the transfer and the subsequent
counter operation.

The results presented here have been obtained
with an improved experimental setup. ' The Pu
deposit and the counter ax'e within the same vacu-
um vessel, and a rotary motion allows the trans-
fer from the collecting to the counting position
without breaking the high vacuum (about 5 &&IO '
Torr). The counter is a Channeltron electron
multiplier (Bendix CEM-4039). This setup not
only avoids the drawbacks mentioned above, but
has the additional advantages of excellent counter
stability and increased counting rate due to the
lower electron detection threshold of a Channel-
tron as compared to a proportional counter.
Initial intensities ranged from 40 to 200 cm sec,
depending on the collector used, with a back-
ground of 0.3 to 0.6 cm/sec. As a check of the
overall stability and reproducibility, it was
found that the external erxor of a series of con-
secutive measurements (each collector was mea-
sured at least five times) was about equal to the
internal error, i.e., the average of the statisti-
cal errors of the individual measurements. As
the total number of counts registered per mea-
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FIG. 2. Decay constant of 3~~U implanted in the tran-
sition metals,

surement reaches values of 1 to 5 x10', one can
easily measure X with an accuracy of 0.1% to
0.2% (standard errors). .

The metallic foils used as collectors were
chemically etched, except for Rh, Ir, Pt, and
Au, which wex'e mechanically polished. It was
found that the surface state of the collector is
not very critical, ' indicating that we are detecting
almost exclusively implanted nuclei, and not
those lying eventually on the surface. It should
be added that the total number of "' U recoils
collected remains well below the threshold value
fox any interaction bebveen the implanted U
atoms themselves.

The experimental decay constants of "' U im-
planted in transition metals are shown in Pigs. 1
and 2. It is expected' that A. will be mainly influ-
enced by the free-electron concentration of the
host metal; thus the results are displayed on
Fig. 1 as a function of the atomic concentration
on a doubly logaxithmic scale. 'Size effects"
may also occur when the atomic radii of host and
guest atoms differ by more than about 15%. In-
spection of the metallic radii' shows that, in the
cases studied here, this effect should be weak or
absent. It also implies that the implanted U im-
purities will mai. nly occupy substitutional posi-
tions.

For the noble metals (group Ib), the atomic
concentration g, is, in principle, equal to the
fx'ee-electron concentration n, . However, the
actual situation may be slightly different. Infor-
mation about it can be derived from a comparison
between the experimental Hall constants (8„),b„
and the calculated ones based on the hypothesis
of one free electron per atom. In Fig. 1(a) the
A.'s obtained for Ag and Au are given for bvo
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atomic concentrations: one corresponding to the
nominal atomic concentration, and the other to
the concentration deduced from (RH),b, for Au,

Ag, and Cu and normalized to one free electron
per Cu atom. It is seen that with this correction,
a straight line can be fitted through the ~'s of
Cu, Ag, and Au within the experimental. errors.

For bivalent Ni and P t and trivalent Co and Ir
of group VIII, and quadrivalent Ti and Hf of
group IVb, it is seen that a straight line with the
same slope as for the Ib group can be drawn
through the data. The apparent lack of fit of Zr,
Rh, and Pd might be due to either one or several
of the following effects: (i) a discrepancy with
respect to the assumption underlying Fig. I, i.e.,
n, =n, ; (ii) an anomalous distribution of the im-
planted U nuclei between interstitial and substitu-
tlonRl posltlons' (111) 1111pl'opel' sill'fRce etching.

For the pentavalent Vb (V, Nb, Ta) and hexa-
valent Vlb (Cr, Mo, W) groups, the effect of the
atomic concentration on A. is much weaker [see
Fig. 1(b)]; for the Vb group, the trend of the ef-
fect is even reversed as compared to the Ib
group. For comparison, A, for U metal is also
shown; the statistical accuracy is low because of
the high background activity of the U collector;
in addition to this, a systematic error due to
surface oxidation should probably be added.

For metals with valencies higher than 1, it is
not possible to use (AH) Obq

foI' obtaining Biol"6 cox'-
rect values for n„as discussed above for the
noble metals. Blokhin, Satchenko, and Nikiforov'
have deduced n, values for some of the transition
metals of the 3d period from the relative intensi-
ty of the EP, x-ray lines, but for the present pur-
pose it is meaningless to use these results for
correcting only the Sd element of a given group,
and not the 4d and 5d ones.

It is known that the electronic interaction be-
tween a metal and an impurity atom depends on
the relative number of valence electrons of the
host and guest atoms. ' %hen the perturbation is
sma11, the "rigid-band" model can be applied;
this is the case when the difference in valencies
between the host atom and a substitute. onal im-
purity is either 0 or 1. %hen this difference is
larger than 1, the free-electron concentration in
the immediate vicinity of the impurity will be
modified in such a way that the local perturbation
is canceled, i.e., the impurity is screened by the
electron gas. This screening has a relaxation
length (usually called the screening length) which

is proportional to (n,) '" and has dimensions of
the order of the atomic radius of the impurity.

The results obtained with "'~U (mainly hexa-
valent atom) can be Ilualitatively explained with
these "rigid-band" and "screened-potential"
models. %hen the valency difference is equal to
or larger than 2 [Fig. 1(a)], the screening effect
dominates; the data for the monovalent Ib group
indicate that the isomeric transition probability
is proportional to the power 1/(12.81+0.94) of
the free-electron concentration, i.e.,

A("' U) Ih(screening length) I~'.

When this difference is 1 or 0 [Fig. 1(b)j, the
valence electrons of U are taken up in the conduc-
tion band of the host metal; in this case, the net
effect on X("' U) is due to the detailed interac-
tion of the conduction band on the valence and
conversion electron subshells of "' U. The de-
cay of "' U nuclei implanted in the transition
metals of the first period (Fig. 2) illustrates this
point': The variation of A with atomic number
displays a double hump which is probably due to
the well-known splitting of the Sd band. 5'9

FGI'tllex' Inspec'tioI1 of Flg. 1(R) indicates tllRt,

except for Pd, the results obtained with all the
monovalent, divalent, and trivalent metals are
grouped together, while those for the quadriva-
lent metals form another distinct group. This
may be due to the fact that U can eventually be
quadrivalent, thus implantation in quadrivalent
transition metals may lead to a peculiar situa-
tion, being intermediate between the extreme
"rigid-band" and "screened-potential" models.

It is difficult at present to make a quantitative
evaluation of these effects, as ihe theoretical
conversion coefflclents of the U lsomer1c tran-
sition are not known.

The author thanks Mme. G. De Corte for excel-
lent computer work, and M. I . Vansteelandt,
M. E. Mies, and their colleagues for very reli, -
able technical support.
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the distribution of the implanted U nuclei has a
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surface amI decreases almost linearly up to the range
value.

4The following checks were performed: (i} changiug
the etching or cleaning procedure of the collector sur-
face; (ii) changing the threshold energy of the electrons
detected from 0 eV up to 15 eV by means of a properly
biased control grid located between the collector and
the Channeltron input, so as to detect preferentially the
less deeply implanted 3 U. No measurable difference
in decay rate was found, while differences of up to 570

were found with unclean collectors, e.g., for Pt with
traces of hydrocarbons on the surface: ~(0 eV) =+2.588
+0.006) x 10 1 min 1 and &(15 eV) = (2,445 + 0.029) x 10 1

min
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The cross section of the reaction He+@ 0+v + (ppn} has been measured in the re-
gion of the first resonance for various values of the recoil momentum. An anomaly is
observed for high values of this momentum and a tentative explanation is suggested.

The experiment described in this Letter was
performed in order to understand how pion photo-
production on a quasifree nucleon in 4He is af-
fected by the proximity of the other nucleons,
near the a(1236) resonance. '

The centr'al idea of this experiment was to com-
pare the photoproduction cxoss section

y+'He-p+11 +(ppn),

for' a given r'ecoll momentum P& of the residual
(ppn) nucleus, to the elementary one y+n -p+11,
because in these reactions we could easily detect
the two emitted products.

For low values of I'~ the probability of finding
the neutron far enough from the A —1 other nu-
cleons is large, and the nucleus may be described
correctly by the independent-particle model.
Thus, we may think that the impulse approxima-
tion is valid. In this model we have —P„=P„
where P, is the momentum of the target neutron
before the interaction. Then the cross section for
tile ReRC'tloll (1) Rs R fllllct1011 of 'tile 111VR1'iRllt

mass Q of the proton-pion pair can be accurately
predicted from the cross section for the elemen-
tary reaction and the nucleon momentum distribu-
tion t (P,).

As we were interested in looking for a depar-
ture from the predictions of this model, we de-
cided to study the photoproduction at high values
of I~.

Our experimental setup permitted us to deter-
mine Q and P„by measuring the pion and the pro-
ton four-momenta in two magnetic spectrometers
when the proton, the pion, and the photon lie in
the same plane. The spectrometer for the pion
could analyze a maximum momentum of 400 MeV/
c and had a momentum acceptance of 69o. The
cox responding figures for the px'oton spectrom-
eter were 700 MeV/c and 12%. The particles
were detected in each focal plane by a counter
telescope consisting of two plastic scintillators.
The particle identification was made by means
of the energy losses and by the difference in time
of flight. The target was 0.65-g/cm' liquid heli-
um. The low counting rate of this coincidence
experiment requix'es the use of a high-intensity
photon beam with a duty cycle as high as possible:
The Saclay linear accelerator facility offered us
these conditions. m The bremsstr ahlung beam in-
tensity was measured by a Wilson-type gas quan-
tameter. %e estimate that the systematic error
in absolute value is less than 10%.

The kinematics of (1) are governed, in the lab
frame, by the following equations:

v Pp +P~+P~y (2)

V +%4„=P +I +M „+T +E

~h~~~ ~4H, and ~». are the ground-state mas-
ses of 'He and 'He; (1, 1'), (P„P,'), and (P~,


