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A model is proposed to account for the increased plasticity found for superconductors
entering the superconducting state. It is supposed that at low enough temperatures in su-
perconductors, inertial effects permit dislocations to overshoot their static equilibrium
positions against obstacles and exert greater forces on the barriers. Quantitative agree-
ment is found with experimental results for the temperature dependence of the stress
drop. There is evidence that inertial effects contribute to the flow stress of nonsuper-

conductors.

An increased plasticity of materials entering
the superconducting state was discovered recent-
ly by Pustovalov, Startsev, and Fomenko' * and
by Kojima and Suzuki.’ For constant strain-rate
tests, the stress required to maintain the defor-
mation rate drops. For creep measurements at
constant stress, Soldatov, Startsev, and Vain-
blatt® found that the strain rate increases by fac-
tors of up to 250. For stress-relaxation experi-
ments at constant strain, Suenaga and Galligan
found that the stress drops suddenly.”® The
stress-change effects observed are typically of
the order of 0.1% to 10%, but effects as large as
53% have been reported.? Since the first mea-
surements, the dependence of the effect on crys-
tal structure, purity, type of superconductor,
temperature, strain hardening, magnetic field,
strain rate, alloying, and crystal orientation
have been explored.® !*
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In addition to the great technical and theoreti-
cal interest in ordinary superconductors, the un-
derstanding of plastic flow in superconductors is
of particular interest for discussions of plastic
flow in pulsars.'® Ideas which have been offered
for the interpretation of the effect include a
change in the electronic viscous drag,* ® a change
in obstacle strengths.* 2 and a change in the
mobile dislocation density'® ' on entering the su-
perconducting state. The data and the interpreta-
tions have recently been reviewed by Alers,
Buck, and Tittman.'® None of the interpretations
so far proposed seems to be free of serious diffi-
culties. We give here a simple inertial model of
dislocation motion in superconductors, and dis-
cuss in detail the predicted temperature depen-
dence of the effect. A more extended treatment,
showing that the model can give a quantitative ac-
count of the data so far available, will be pub-
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lished elsewhere.

The model we propose is entirely analogous to
a loaded spring in a viscous medium and is easily
understood by using Fig. 1. A dislocation line
moving toward obstacles in position 1 of Fig. 1(a)
meets the obstacles with a velocity v, at position
2. The static equilibrium position under an ap-
plied stress is position 3. If the viscous damping
is larger than a critical value, the dislocation
line approaches the static equilibrium position
as in the solid line of Fig. 1(b). If the damping
is less than critical, the dislocation line over-
shoots to position 4 and oscillates about the stat-
ic-equilibrium line. In position 4, the force ex-
erted by the dislocation line on the obstacle is
greater than in the static-equilibrium case. Al-
ternatively, one may say that a smaller stress is
needed in the low-damping case to produce the
same force on the obstacle.

If the string model,'” ® which is used extensive-
ly in ultrasonic-attenuation and internal-friction
measurements, is used to describe the disloca-
tion displacement &, then £ is a solution of

Ad%t Bdt Cot
at? ot ax?

s 1)

where A =pb? is the dislocation mass per unit
length, p is the density, b is the Burgers vector,
B is the viscous damping constant, and C = Gb? is
the dislocation tension where G is the shear mod-
ulus. The dislocation displacement £ is a function
of time and position x along the dislocation line.
The displacement can be expressed as the sum of

—NWD

(b)

FIG. 1. (a) Schematic of the motion of the dislocation
line. 1, dislocation line approaches pinning points;
2, dislocation line just touches pinning points; 3, sta-
tic equilibrium position of dislocation line; 4, over-
shoot position of underdamped dislocation. (b) Dis-
placement as a function of time for an underdamped
dislocation (dashed curve) and for an overdamped dis-
location (solid line).

a static displacement £°T and a dynamic transient
displacement £°Y. The solution can easily be
found, but here we give only a greatly simplified
treatment which contains, however, most of the
essential features. The reader is referred to the
more extended treatm=nt mentioned earlier for
details.

The solution of Eq. 1 contains a damping factor
exp(-Bt/2A) for the transient £°Y. The force F
on the obstacle is given by

F=2Ct,(1+£2)2=2C¢, 2)

for small enough displacements. The exact form
for £ depends upon the initial velocity of the dis-
location. For velocities which are small com-
pared to sound velocities it is easy to show that
the initial velocity of the dislocation can be ne-
glected in the expression for the displacement.

It is then apparent from Fig. 1, that the ratio of
the maximum dynamic force FPY to the force FST
exerted on the obstacle in the static case is ob-
tained when ¢ =7/w,, where w,, the lowest reso-
nant frequency of the dislocation segment length
L, is given by

wo=m(C/AML VM L7, 3)

with v the shear-wave velocity. Then we find
that

FPY/FST-14yexp(-2), (4)
where y~1 and
Z =Bn/2Aw,,. (5)

Under the assumption that plastic flow proceeds
when the force on the obstacle exceeds a critical
force, the ratio of the stress required for the un-
derdamped case to that required for the static or
overdamped case is

o®Y/05T=[1+yexp(-2)] 2. (6)

The ratio of the stress in the superconducting
state o, to that in the normal state o is then given
by

os _l+yexp(=2Z,)
o l+yexp(-Z,) (1)

where Z, and Z are values of Z corresponding to
values of B appropriate for the normal and super-
conducting states. Then
Q= o= Os - )’[exP("Z.s) - exp(_Zn)]
o l+yexp(-Z,)

. 8)
As the temperature T — 0, B~ 0 (neglecting radia-
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tion damping) and Z ;~0, so that
@~ 9o=ly/@+N)]1 - exp(-2,)]. 9)

As T-T,, the critical temperature, Z ,~Z, and
¢ —~0. According to Eq. (9), the maximum per-
centage effect is given by /(1 +y)=~50% for y ~ 1.
[A more detailed analysis gives y/(1 +7) =40%.]
For Z,«1, Eq. (8) becomes, by using Eq. (5),

y Y 7B _B
O Ty n=?)" (1+7)§AI"]Z<1 §:> 10)

If it is assumed that the drag B is proportional to
the normal electronic density p,(T), then one has

.Y BiL 11
(p" 1 +y 2A,Usps( )’ ( )

where p,(T') is the superconducting electron densi-
ty as a function of temperature, and Eq. (3) has
been used. The predicted temperature depen-
dence of the precentage stress drop would then be
that of p,(T'), provided that Z,<«1 or that the per-
centage change in stress is small. With the rep-
resentative values of y~1, B,~2 X107 cgs units,
A~10""g/cm, and w,~10' sec”?, Egs. (10) and
(11) give ¢ ~0.05p,(T). If the percentage drop is
large, then the temperature dependence is more
complicated and stronger, dropping to low values
at temperatures below 7., according to Eq. (8).
The temperature dependence of the stress
change can be compared to the temperature de-
pendence of the London penetration depth A,
through the relation p,(T)=A(0)/A(T)=[x.(0)/
AL(T))?, where A is the London parameter. Some
difficulties arise in a detailed comparison be-
cause of uncertainties in both the stress and pene-
tration-depth temperature dependences. The ear-
liest data for [x(0)/A(T)]? for most materials tend-
ed to support the 1 —¢* (¢ =T /T ) relation given by
the Gorter-Casimir?® two-fluid model. More re-
cent and more accurate data show departures
from the simple 1 —#* relation which tend to be in
closer agreement with the BCS?° predicted tem-
perature dependence. The deviations are usually
in such a direction as to give smaller values of
ps at a given temperature. Uncertainties in the
temperature dependence of the penetration depth
arise from several sources. The theoretical tem-
perature dependence of the measured penetration
depth depends upon the ratio of the coherence
length £, to the penetration depth A, being closer
to 1 -¢* for large £,/1.2° The measured penetra-
tion depth is not simply related, in general, to
the London penetration depth A;. Most of the
measurements to date are not absolute measure-
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ments, and assumptions have to be made to ob-
tain absolute values. Different temperature de-
pendences can also be expected if the energy gap
or its temperature dependence differ from that
given by the BCS theory. Also, some evidence
has been obtained for anisotropic effects. Pb is
a strong-coupling superconductor, which may not
follow the BCS predictions. All in all, it appears
that one should expect a temperature dependence
lying somewhere between the Miihlschlegel®! cal-
culation of A(0)/A(T) based on the BCS theory
(dashed line of Fig. 2) and a 1 —7* curve (solid
line).

In Fig. 2 the data of Suenaga and Galligan® for
Pb (open symbols) and of Alers, Buck, and Titt-
man® and Hutchison and Pawlowicz!? for In (closed
symbols) are shown. The Miihlschlegel BCS
curve is close (except at low temperatures) to the
1 - ¢? dependence claimed by Alers, Buck, and
Tittman and by Hutchison and Pawlowicz (but de-
nied by Pustovalov and Fomenko'?), but the data
have here been renormalized to (Ac¢),=15 g/mm?
for Alers, Buck, and Tittman, and 9.4 g/mm?
for Hutchison and Pawlowicz. The agreement
with the Miihlschlegel curve is fairly good.

The Pb data appear to be in closer agreement
with the 1 —#* curve. However, the difference be-
tween the tin and lead data shown in Fig. 2 may
be somewhat exaggerated. The lead data points
are as given by Suenaga and Galligan. The tin da-
ta points were normalized to give the best fit with
the BCS curve. But both could be renormalized
to give values lying closer together. However,

¢, Dog(t)/Aog(0)

i I

0 0.2 04 06 08 1.0
t = T/TC
FIG. 2. The temperature dependence of Ac for Pb

(open symbols) according to Ref. 8 and for In (closed
symbols) according to Ref. 9 (squares with error bars)
and to Ref, 12 (circles). The dashed line is Muhlschle-
gel’s calculation of the superconducting electron den-
sity according to the BCS theory for weak superconduc-
tors, and the solid line is 1 —£4,
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the lead data would still appear to have a strong-
er temperature dependence than do the tin data.
More measurements at lower temperatures would
be required to determine the temperature depen-
dence more accurately. The penetration-depth
measurements of Gaparovic and McLean?® for
lead and of Dheer? for tin are both fitted by a

1 -¢* dependence, but the thin-film measure-
ments of Jaggi and Sommerhalder® for tin lie be-
tween the 1 —¢* and Miihlschlegel curves. Taking
into account the uncertainties in both the penetra-
tion-depth and stress measurements, the temper-
ature dependence given by p (T') seems to be in
reasonable agreement with experiment. If more
accurate measurements should show a discrepan-
cy, then the simplifying assumption used in Eq.
(11) would have to be dropped, and a more de-
tailed examination of B (T) would be required. A
more critical test of the model than a comparison
with penetration depths is more likely to be a test
of the predicted change in the temperature depen-
dence for large Ao given by Eq. (8).

Pustovalov, Startsev, and Fomenko* have re-
ported an average change of 30% for the critical
resolved shear stress of lead single crystals with
tension axes close to {110) and of 20% for crystals
of somewhat different orientation. For polycrys-
talline samples of comparable microstructure,
the yield stress was found to decrease by 34 to
41%. According to Eq. (8), the temperature de-
pendence for these specimens would be predicted
to be stronger than that of p,(7). However, mea-
surements of the temperature dependence have so
far only been reported for cases where the per-
centage change was less than 10%.

For those cases where ¢ (T) follows p(T),
must have Z,« 1 according to Eq. (8). This
means that the dislocations are also underdamped
in the normal state. In such cases, a substantial
fraction of the flow stress in the normal state is
also of inertial origin. This suggests that part of
the normal flow stress, also for nonsuperconduc-
tors, is dynamic in origin and should carry the
temperature dependence of B. The effect of pho-
non damping may then be felt at somewhat higher
temperatures. As the phonon density increases,
the inertial effect should decrease, giving a con-
tribution to the flow stress which tends to increase
the flow stress with increasing temperature.
There appears to be experimental evidence for
this in the work of Startsev, Pustovalov, and Fo-
menko? who found anomalous maxima in the flow
stress of different lead specimens at tempera-
tures between the superconducting temperature

one

and liquid nitrogen temperature.

In the more detailed account published else-
where, we compare the quantitative predictions
of the simplified inertial model with experiment
for the dependence of the effect on other vari-
ables, taking into account more specific expres-
sions for the dislocation displacement, disloca-
tion radiation losses, and the background stresses.
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and J. M. Galligan for stimulating my interest in
this problem and D. M. Ginsberg for a helpful dis-
cussion on superconducting electron-density de-
terminations. Also I thank U. F. Kocks for his
comments on a draft of this work and for a brief
explanation of his own independent considerations
on dislocation inertial effects. I am also grateful
to P. Haasen, who referred me to the data on the
anomaly in the temperature dependence observed
above the superconducting temperature in Pb by
Startsev and co-workers.
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Zero-Bias Anomaly in Irradiated Pb-GaAs Tunnel Junctions, and the Mott Transition™®
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Pb-GaAs Schottky barriers irradiated progressively by 10-MeV electrons or fast neu-
trons were found to exhibit anomalous behavior identical to that produced by varying the
initial doping. The results are consistent with the Hubbard model of the Mott transition.

In a recent Letter, Wolf, Losee, Cullen, and
Compton’ have reported the observation of an
anomalous zero-bias resistance peak in Schottky-
barrier tunnel junctions on Si:B which appears
as the semiconductor impurity concentration ap-
proaches the critical Mott concentration N _.%*?
They suggest that the peak is due to a gap or
sharp minimum, at the Fermi energy, in the
density of states in the semiconductor, in accord
with the Hubbard* model of the Mott transition.
Here, we present results of an extensive study,
carried out independently of the above authors’
work, of the effect of high-energy (10-MeV) elec-
tron and fast-neutron bombardment on the zero-
bias anomaly in p-GaAs-Pb Schottky-barrier tun-
nel junctions. Our results strongly suggest that
the zero-bias anomaly can indeed be explained in
terms of the Hubbard-Mott model for the impuri-
ty band in heavily doped semiconductors. They
show that the changes in the anomaly produced
by the irradiation result solely from the reduc-
tion of the free carrier concentration through
trapping of carriers by defect states introduced
into the GaAs by the irradiation. The obvious ad-
vantage of these irradiation experiments is that
one can study the effect on the anomaly of a
change in carrier concentration in the same junc-
tion. An explanation of the anomaly in terms of
two-step tunneling through real intermediate
states in the barrier®® is possible although not
as likely as one involving the Mott transition, as
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will be shown below and in more detail in a later
publication.”

The junctions were prepared by the vacuum de-
position of Pb onto p-GaAs single-crystal wafers
that were chemomechanically polished in a dilute
solution of Br (0.05-0.1% by volume) in methanol.
Typically, seven junctions were made on a single
wafer using Kodak Thin Film Resist to define the
junction area (approximately 1.2x107* cm?).
Samples with selected carrier concentrations
were irradiated with progressively increasing
doses of 10-MeV electron pulses or by fast reac-
tor neutrons.

Prior to irradiation, highly doped junctions (p
=8x10" ¢m ) showed a good Pb superconducting
gap, a well-resolved Pb phonon density of states,
and the GaAs LO-phonon structure at +36 mV,
thus showing them to be good tunnel junctions.”
The zero-bias anomaly appeared as a resistance
peak with a magnitude at T <4.2°K of ~15% rela-
tive to the extrapolated background R,, with a
half-width of ~12 mV, as evident from Fig. 1(a).
The smaller and narrower (~1%, half-width 1
mV) resistance dip superimposed upon the broad-
er resistance peak [Fig. 1(a)] was attributable to
tunneling with spin-flip via localized magnetic
states in the barrier.??®

The effect of both electron and neutron irradia-
tions on the tunneling characteristics was essen-
tially the same. Progressively larger doses of
radiation increased the relative size of the re-



