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We have calculated and measured the effective velocity distribution for metastable hy-
drogen atoms produced in a typical beam apparatus. The distribution is characterized
by 0 exp(-U ), where n = 4 rather than n = 2. We discuss modifications of velocity-de-
pendent corrections to beams measurements of the Lamb shift in the first excited state
of atomic hydrogen.

In many beam experiments with light atoms
or molecules, a ground-state particle I is ex-
cited to a metastable state I* by electron impact,
as in Fig. 1. A well-collimated I beam from an
oven at temperature T is incident at Zy on a
beam of electrons at energy 6 +b,h, where 8 is
the I-P' excitation threshold and EtS' is a small
excess energy. Afterwards, an I beam exits at
2 g; it is collimated into an interval &P by out-
put slits, and then falls onto a detector. A sim-
ple calculation, ' assuming a U'exp(-U') I-beam
velocity distribution [U= V/o, where V is the
atom velocity and n = (2kT/M)"' is the thermal
velocityj, shows that the most probable recoil
angle (q +g) =r/W2, where r = (mh/MAT)"'.
This angle is about. 7' for H at- 2500 K.

We find that a combination of effects due to re-
coil and collimation of the I* beam substantially
affects the resultant velocity distribution which
is usually assumed to be U exp(-U'), with
n =2. Instead, under typical conditions, n =4
is a better description, and the actual distribu-

tion has upper and lower cutoff velocities which
are quite sensitive to apparatus parameters.
Consequently, all such experiments which depend
on the assumed distribution should be checked
for systematic errors. Here, we briefly de-
scribe the calculation and experiment which show
these effects. We then discuss corrections to
the experiments which have measured S(H, n = 2),
the Lamb shift in the n = 2 state of atomic hydro-
gen.

By solving the momentum- and energy-conser-
vation equations for the situation in Fig. 1, we
can relate the initial and final atom velocities.
Since the experiments are usually done near
threshold, where K=3 h/8 «1, an approximation
to O(K) is sufficient. We neglect transverse re-
coil, ' and assume the recoil electrons are iso-
tropically distributed. ' Noting that the detected
P atoms have velocities U-1, we find that to
sufficient approximation (a few percent), the ini-
tial and final velocities are equal. Next, momen-
tum conservation gives the velocity U scattering
at specific angles (y, g) as
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FIG. 1. Experimental schematic. A beam of ground-
state particles I effuses from an oven and is incident
at ~p on a beam of electrons. The electron impact ex-
cites metastable I* particles which exit toward a detec-
tor in the shape of a "cone" (g, Eg). Generally, the
angles p and P are adjusted so as to provide a maxi-
mum I* signal.

As the electron recoil angle ~,traces out 0 &co

&2v, the velocity U at (y, g) traces out U —AU
&U&U+~v. At threshold, A. =O, the only veloc-
ity detected is U itself. If y and g are adjusted
to a maximum I* signal alignment condition
(ME"SAC), as is usual, then U =v 2. This is con-
siderably faster than the most probable velocity
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U= 1 associated with a U'exp( —U') distribution.
We can also ask, for a given U and p, what
range in P is consistent with momentum conser-
vation. We find that a range + —,5P about a mean
angle g is allowed, ' where

(2)

Typically, near threshold and at MI*SAC, 5g is
"large" compared with the I* beam collimation
bg. We calculate 5g= 8.6 for H-H* at 2500 K
and 6$ = 2 eV.

The collimation b, g selects the velocities U of
those I* which are detected. To account for this,
we must ask which "cones" (g, 5g), or fractions
thereof, fit into the detector cone Lg. Clearly,
there are lower and upper cutoff velocities, Uz

and U, beyond which no I* are detected; they
run into the slits. We find

U, .= [1+ (Z/cosmic ~)]UM

x 11+ [UM tan(&p/2)/R cosgM])

Here, UM-v2 and 4M is the mean detector an-
gle at MI*SAC. ' At threshold, U&=U„=UM, as
expected. Now we can derive a function I" which
is the probability that a given U is detected in

however, I' is a, complicated function of
apparatus parameters and will not be given here.
We do note that I'= 0 outside V& & U & U„,and
that near the peak of the I* distribution, I"=h.qf/

5P for typical experiments. The resultant dis-

tributionn

function, E = FU exp (
—U ), show s a

peak at velocity

which is approximately characteristic of a U'

distribution. However, if the apparatus is not
set exactly to MI*SAC, then U~, as well as U~

and U„,must be multiplied by a misalignment
factor m = 1+ (dU/U), so that the corrected veloc-
ities are U'=mU. In particular, U~ can be
changed by +10 /0 for misalignments 5q = +1'.

In Fig. 2, we show a measurement of an H-H*
velocity distribution done in an apparatus similar
to one previously described. ' The apparatus was
adjusted to within 5p =1' of MI*SAC. The H*
atoms were detected directly by a Bendix Chan-
neltron electron multiplier. A 5-p, sec pulse was
applied to the electron gun, and —at a variable
delay time (0-100 psec) later —a. single-channel
sealer was gated open for 5 p.sec to count the
detector pulses. Background counts were sub-
tracted out by taking the signal difference when
a suitable electric quenching field was applied to

H* velocity

Observed 5.5+ 0.5 10.2 + 0.4

&u

19.5 ~1.5

Calculated 5.4+ 0.4 9.3 + 0.5 17.9+ 1.2

The deficiency of slow H* is particularly marked.
Such deficiencies have been noticed in other ex-
periments with light metastable atoms; usually
they are attributed to such causes as poor defini-
tion of oven temperature or self-scattering in
the beam. ' We believe that the present kinematic
effects are, in fact, a major cause in distorting
detected metastable velocity distributions.

If so, we can estimate changes in velocity-de-
pendent corrections to those H-H* experiments
measuring the hydrogen n =2 Lamb shift, S(H,
n =2.' The assumed H* distribution was U'
x exp(-U') in both the Triebwasser-Dayhoff-
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FIG. 2. Measured H* velocity distribution. Appara-
tus parameters were 8 = 11.4 eV, Eh = 2.9+ 0.5 eV,
& = 6.3 + 0.3 {vs &~ = 7.3 ), $ = 0, &$ = 0.764, and flight
path 60 cm. A comparison of observed with predicted
characteristic velocities is given in Eq. (5). Note that
the observed distribution peaks near V& =v 2&, and is
reasonably well approximated by a U exp(-U ) distribu-
tion function.

the beam. The observed time-of-flight spectrum
was converted to the velocity distribution of
Fi.g. 2. There, the data are compared with curves
U exp( —U') for n = 2 and 4. Clearly, the detec-
ted H* are considerably faster than the n = 2 dis-
tribution; the effective distribution is more near-
ly n = 4. Observed characteristic velocities, as
compared with calculations from Eqs. (3) and (4),
are as follows, in units of 10' cm/sec:
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Lamb (TDL) and Cosens-Robiscoe (CR) experi-
ments. " Correcting this to an approximate iJ'
distribution in the CR work is unambiguous, as
it was done in an apparatus virtually identical
to that used to measure the distorted distribution
of Fig. 2. We find that the CR motional field-
asymmetry correction is changed so that the
H(605) and H(538) S values are raised by 0.040
MHz. The corrected mean value is

S ' (CR) = 1057.90+ 0.10 MHz, (5)

S(theor) = 1057.56 + 0.10 MHz, (6)

we note a discrepancy which amounts to about 7

times the statistical standard deviation of the
experimental number, and more than 3 times
the upper limit of error attributed to the theoret-
ical calculation. We believe such a discrepancy
should be taken seriously, in spite of the diffi-
culties with the experimental analysis, and that
it represents a possible need for revision of the
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where the statistical error is 2o(mean). "
Correcting the velocity distribution for the TDL

work is less certain. The apparatus geometry
was rather different, and beam alignment and
collimation were less critical than in the CR
work. " The velocity distribution was distorted
by motional field quenching (as in the CR work);
in fact, this effect was used to measure indirect-
ly the effective n in an assumed U distribution
by determining the inverse first moment of the
distribution. ' Measurements of this quantity in
hydrogen were consistent with a U'exp(-U') dis-
tribution over 0 & U ~ ~ for n =2.5. However, the
analysis used is rather sensitive to the assumed
velocity cutoffs (e.g. , if 0.5 & U &~, n =1.8,
while if 0- U ~ 1.5, n =3.6). Unless the beam
geometry during this measurement was identical
(in alignment and collimation) to that used during
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If we compare the experimental S value in Eq.
(6) with Erickson's latest theoretical value, "
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The fourth-order radiative correction to the slope at q =0 of the Dirac form factor of
the free-electron vertex is calculated using computer techniques. The result,

m BE~ (0)/Bq = {n/z)2(0.48 +0.07),

disagrees with previous calculations, and implies a new theoretical value for the order
& (&n) ~nc contribution to the Lamb shift. The new values for the 2S&~2-2P&~2 separa-
tion in H and D are increased by (0.35+0.07) MHz and are in good agreement with the re-
suIts of recent experiments.

It is rather ironic that the only tests of quan-
tum electrodynamics which still show a serious
discrepancy between theory and experiment are
the 2S»,-2P„,and 2P», -2S», separations in
atomic hydrogen and deuterium —precisely the
levels measured by Lamb' and co-workers which
gave the theory its start. The disagreement
(&200 ppm) has become more acute with recent
measurements and refinements by Robiscoe and
Shyn and Cosens' of the Lamb interval in H and

D, and three measurements this year' of the
2P, &,-2S», interval in H. The results are tabulat-
ed in Table I.

The only experimentally relevant contribution
to the theoretical value of the Lamb shift not
checked by independent methods is the fourth-
order self-energy correction to the energy levels
of the bound electron. ' The leading contribution,
of order n'(Zn) mc', to the level-shift formula
may be obtained directly' from the Dirac form
factor of the free electron in fourth order'.

(,) . , 4(Z n)'nz c', BE,i"
Pl BQ' q2 —.0

This contribution comes from the same set of
fourth-order Feynman diagrams (see Fig. 1)
which give the well-known 0.328 47 ~ ~ (n/~)' con-
tribution to the electron magnetic moment. '

In this paper we report the results of a new

computation of the slope at q' =0 of the Dirac
form factor in fourth order. In the calculation,
all traces, projections, and reductions to Feyn-
man parametric form are performed automati-
cally by REDUCE, an algebraic computation pro-
gram written by Hearn. ' The integrals over the
Feynman pa.ra.meters (up to five dimensions) are
performed numerically to a typical precision of
0.1 lo using a program based on work by Sheppey. '
The integration method is basically a computa-
tion of the Riemann sum, but on successive iter-
ations the integration grid is modified by the pro-
gram to minimize the variance of the integrand
within each hypercube.

Qur results for each graph are shown in Table
II along with those of the previous analytic cal-
culation of Soto.' Except for a discrepancy in
overall sign, our results for the individual con-
tributions are consistent with the asymptotic in-
frared behavior of the individual amplitudes giv-
en in Refs. 4 and 5, as well as the expectation
that the separate sums of ladder-plus-crossed-
ladder contributions [Table II, Figs 1(a) and. 1(e)]
and corner-plus-self-energy contributions [Ta-
ble II, Figs. 1(b) and 1(d)] are finite a,s the pho-
ton mass X-0. The results shown in Table II
are obtained from several types of least-squares
fits to the results of numerical integration of the
individual amplitudes for 10 '&~'&10 '. In ad-
dition to the discrepancy in overall sign, our


