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intensity calculated from the observed maximum
change of sound velocity and Eq. (6) is

~ e, ~' =9.4
xlQ" esu/cm (p~8e/8p=—e —1 =7.5 X10 ', p,
=0.156 g/cm' for N, at 125 atm). This value is
also in good agreement with the breakdown inten-
sity ~e, ~'=3 &&10" esu/cm' observed by Krasyuk,
Pashinin, and Prokhorov. '

For liquids and solids the velocity of sound is
much larger and the threshold intensities for
breakdown and SBS are lower, thus the intensity-
dependent effect becomes negligible.

The author would like to thank Professor
N. Bloembergen for discussions and reading the
m anus cript.
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FIG. 1. Comparison of the observed and calculated
intensity-dependent sound velocity. The experimental
points are taken from Mash et al. (Ref. 2).

the incident beam before focusing. If breakdown
occurs the intensity does not increase with de-
creasing f. The deviation of sound velocity
should be independent of f.

In Fig. 1 we compare the observed values of
intensity-dependent sound velocity with the values
calculated using Eq. (7) (solid curve). The adia-
batic sound velocity in N, at 125 atm is taken to
be 397 m/sec (see Madigosky, Monkewicz, and
Litovitz, Ref. 2), and c is taken to be 5 x 10' m'/
sec'. The broken curve shows the case that
breakdown occurs. The corresponding breakdown
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POLARIZATION OF CHANNELED DEUTERONS*
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We advance a possible explanation of the recent experiments by Kaminsky on the polar-
ization of deuterons passed through a magnetized Ni single crystal. The large polariza-
tion is attributed to a strong preference for ionization of the deuterium atoms which have
an electron spin opposite to the direction of the magnetic field.

Kaminsky' has recently reported the production the [110]direction and have suffered a reduced
of a, beam of polarized deuterons, using channel- energy loss, is selected out and passes through
ing through a Ni crystal. The technique involves a weak magnetic field. The polarization of the
passing the beam along the [110]direction of a deuterons from this component is measured by
thin-film (-1-pm) single crystal of Ni magne- the reaction T(d, n)He'. The quoted result is a
tized to saturation in a [111]direction in the tensor polarization I'„=-0.32 + 0.01, which cor-
plane of the film. That portion of the emergent responds to a fractional population of the deuter-
beam which consists of well-channeled neutral D on m, =0 state No=0. 440+0.003.
atoms, i.e. , those which are traveling still along The polarization presumably arises from the
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preferential attachment of electrons of one sign
of spin. Thus, when the neutral deuterium atom
emerges from the foil, the strong-field (Paschen-
Back) states are selectively populated. If the
transition to the weak field is adiabatic, this
leads to a selective population of the hyperfine
states, and thus to a polarization of the deuteron.
In other words, the electron polarization is
transferred to the deuteron by the hyperfine in-teractionn.

That such a process should occur is completely
reasonable. %hat is difficult to understand is
the magnitude of the nuclear polarization so
achieved. In fact, if n, represents the fraction
of channeled deuteron atoms emerging from the
foil with spins along the magnetic field, then the
three hyperfine states with F =

&, M~ = —,, +& have
fractional populations ~n „and the states F =

&,

ME = - ~, and F = ~, M~ = + ~ have populations3

g~(l-n, ). This assumes no polarization of the
deuterons at this stage, which is reasonable
since the transit time through the foil (-5 &10
sec) is short compared with hyperfine periods.
This implies, however, that the fractional popu-
lation of the mz = 0 state, Ko, is given by No = ( 9 )
&&(I+n,). The observed value thus would require
n+ =0.98 +0.01. This seems surprisingly high,
especially since the effective magneton number
of Ni is about 0.6; i.e., 9.4 of the possible ten
3d states in Ni are occupied. Since the 4s-P band
is so broad, it is reasonable to consider it to be
unpolarized. '

The purpose of this note is to point out a me-
chanism which can give rise to very large elec-
tron polarizations. Indeed, crude calculations
indicate the possibility of n, values greater than
0.9, and, in view of the approximations involved,
values approaching those implied by Kaminsky's
measurements may not be unreasonable.

%e begin by observing that for incident particle
velocities of the order of v, = ac, the velocity of
the electron in the first Bohr orbit of hydrogen,
the cross sections a, and o, for electron capture
and loss in atomic collisions are of the order of
ma, '. Thus the deuteron undergoes a number of
electron-capture and -loss collisions in its pass-
age through the film. It is easy to see that under
these circumstances, the fraction of deuterium
atoms emerging with electron spin up relative to
those with spin down is given by

n, /n =(cr, '/o, ' ~)(cr, /(7,
'

)

Here o, ' and c, '& denote the cross section for
spin-up (+) and spin-down (-) electron capture

and loss. If we assume that capture occurs pri-
marily from the 3d states then it is reasonable
to take o,f'~/o, ~ ~ =5/(4. 4). The situation is
somewhat different for electron-loss processes,
however. %e may separate the electron-loss
cross section into partial cross sections repre-
senting loss to the 3d and loss to the 4s-P (and
all other unfilled) bands. Thus we may say o',f'
=cr, &''(3d)+o, ~'~(4s), but since the spin-up 3d-
band states are all filled, we must have o, ~'~(3d)
=0. Then if the a priori probability for electron
loss to a 3d state is much greater than that for
loss to a, 4s-P or higher state, it is possible to
produce a large value for o', ~ ~/cr, ~'i and a corre-
spondingly large ratio n, /n . In other words,
we envision a pumping of electrons from spin-
down to spin-up deuterium states. Once the elec-
tron has spin up, its chances for loss are materi-
ally reduced.

The big question is, of course, whether there
exists such a preference for loss to 3d over loss
to 4s-P or other states. We wish to argue that
such a preference is to be expected, at least for
the channeled particles selected in the experi-
ment. The collimation system used on the neu-
trals emerging from the film indicates that they
have at most -2-3 eV of transverse energy. If
the Fermi- Thomas potential suggested by Lind-
hard' is used to describe the interaction between
the deuteron or deuterium and the Ni atoms, it
may be concluded that these particles have not
approached closer than about 2ap to a string of
Ni atoms. The center of the [110)channel is
2.35a, from one pair of strings, and 3.33a, from
the other pair. Thus ionization must come from
collisions of the deuterium electron with the elec-
trons and nuclei of the crystal, collisions which
must be reasonably close to permit the energy
transfer necessary for ionization. Basically,
then, the ionization comes principally from that
component of the deuterium wave function which
extends out to regions where the Ni charge densi-
ty is appreciable. However, the outermost part
of the Ni charge density is provided chiefly by
the 3d electrons. It follows therefore that it is in
just this region that the amplitude of the 3d wave
function for Ni is much greater than that for the
4s, so we may expect ionization to the 3d band
to be considerably more likely than to the 4s-P
band. Further enhancement is provided by the
circumstance that close to the ¹inucleus, both
the 4s and 4p wave functions oscillate rapidly
compared with the rate of change of atomic poten-
tial. The matrix element for transfer to the 4s-P
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band thus experiences a considerable cancelation.
As an approximation to the radial 3d wave func-

tion in the crystal we may take the Hartree-Fock
wave funetion4 for the isolated atom. We recog-
nize that close to the nucleus the 4s and 4P wave
functions should approximate those of the free
atom. We have arbitrarily modified these mave
functions by extending them as constant from the
peak of the last maximum in the free-atom mave
function to the boundary of the atomic volume.
Such wave functions are probably not too unreal-
istic and contain both the qualitative features
alluded to above.

In order to make these ideas more quantitative,
we have calculated by Born approximation the
relative probabilities of ionization to the 3d or
to the 4s-P band states. In this calculation the
motion of the deuteron has been treated classi-
cally and assumed to consist of a straight-line
trajectory down the center of the channel. Devia-
tions from this are slight and presumably would
tend to increase the probability of transfer to the
more localized 3d state. The deuterium atom is
taken to be in its ground state before ionization;
again, a higher state would provide a broader ex-
tent to the electronic wave function and thus an
enhanced 3d probability.

For simplicity, the calculation has been made
only for those final states which correspond to
no excitation of the ¹iatoms. The argument
here is based on energy considerations. Any
appreciable excitation of the crystal atoms, i.e.,
an excitation involving k vectors which extend a
significant distance to the boundary of the first
Brillouin zone, requires an energy which is com-
parable with a Rydberg. Since, however, the
initial energy is lower than the final one, any
additional excitation may be expected to favor
the 3d final state over the 4s-P ones, which al-
ready are higher in energy. To put it another
way, the number of 4s-P states which participate
is determined by the total energy available. If
the Ni crystal is excited, the number of permit-
ted 4s-P states is correspondingly reduced.

By restricting ourselves to elastic, or almost
elastic, ionization processes, we are able to
take as the perturbing potential the shielded
Coulomb potential experienced by an electron in
the field of the Ni atom. This has been chosen
to be the modified Hartree-Fock-Slater potential
given by Herman. ' Presumably it is only the
long-range tail of this potential which is signifi-
cantly modified by the presence of the other
atoms in the crystal. Various trials indicate

that a modification of this tail seems to have
little effect on the relative probability of ioniza-
tion to the 3d or 4s-P bands.

Experience indicates that the Born approxima-
tion is rarely in error by more than a factor of
2, even at these energies. It seems reasonable
to expect that it mould predict the ratio between
transfers to 3d and 4s-P states much better than
this.

The result of this calculation is that the proba-
bility for transfer to a vacant 3d state is roughly
a factor of 100 greater than the probability of
transfer to a low-lying 4s-P state. Furthermore,
the probability of transfer varies exponentially
with the energy of the final state as

P(e)~[1+(mao/h v)2]

x exp]-(2b/a, )[1+(ea,/hv)']' 'j, (2)

where e is the final state energy, v is the elec-
tron velocity, and 5/a, = 2.35 is the impact pa-
rameter in atomic units. We note that [P(0)]
x f"dP(e) =0.8 Ry.

The total density of 4s-P states (of a given sign
of electron spin) is approximately' 2 atom ' Ry
at this energy. The density of 3d spin-down
states may be represented approximately by
0.66(e) in the narrow-band approximation. Upon
integrating this over final-state energies we find
that the density-of-states factor favors transi-
tions to the 4s-P states by a factor which is ap-
proximately 2x0.8/0. 6 = 2.7. Therefore, our
estimate for the ratio o', (3d)v, ' (4s) is 100/2. 7
=37. Thus we find o', ~ /0', f+ =38, which im-
plies that n, =0.98.

We do not suggest that this agreement is any-
thing more than fortuitous, or indeed that the
probability of transfer to 3d states should be
nearly as great as 100 times that of the 4s-P
transfer. It is likely that transfers to the 4s-P
band in mhich the crystal is excited involve ma-
trix elements which may be somewhat larger
than those calculated here, since the degree of
cancelation of the 4s-P wave functions would be
reduced. However, if we were to increase the
probability of transfer to the 4s-P band by a fac-
tor of 4, keeping the 3d transfer probability the
same, we still would achieve an electron polar-
ization n, = 0.92.

These calculations are admittedly very crude;
more refined analyses are in preparation. Never-
theless, this seems to provide a possibility of
understanding these very interesting experimen-
tal results. Crucial tests of this hypothesis
could be provided by studying the dependence of
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the final polarization on velocity of the electrons,
by varying the angle of acceptance of the final
collimating system so as to sample different
channeling trajectories, and finally, of course,
by replacing the Ni film by a ferromagnetic film
in which one component of the d band is not com-
pletely filled.

The author is indebted to M. B. Webb and L. W.
Anderson for stimulating and educative discus-
sions regarding the behavior of atomic systems
in crystals.
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%'e use the equation-of-motion technique to establish a chain of equations for retarded,
double-time Green's functions of an ideal gas. Exact terxnination of this chain allows
reproduction of the usual results obtained by other methods.

Bogo1yubov and Sadovnikov' have introduced double-time retarded and advanced Green's functions in-
to the statistical mechanics of classical systems. This development is of course closely related to the
earlier work of Kubo. ' In their paper, Bogolyubov and Sadovnikov established a hierarchy of classical
Green's functions by varying the single-time distribution functions of the Bogolyubov-Born-Green-
Kirkwood- Yvon hierarchy with respect to an infinitesimal external field. For a Coulomb plasma, the
simplest decoupling of this system allowed them to obtain the usual Debye form for the correlation
function. The method was used by Sadovnikov in a number of papers. ' ' Herzel' rederived the Bogo-
lyubov-Sadovnikov Green's function hierarchy using the double-time theory of Roe&oker.

This Letter investigates the problem of evaluating the Green's function related to the density correla-
tion of an ideal gas. In contradistinction to the Bogolyubov-Sadovnikov approach, we establish a hier-
archy by the equation-of-motion technique common to. the development of hierarchies for quantum sys-
tems."We thereupon introduce a device which allows exact decoupling of the hierarchy.

To begin, we consider the ideal gas, which has a Hamiltonian given by

e= g~' (l)
j2'

The number density is given by
S

n(r t) y 1 Q Qejk flqt(

The retarded Green's function we wish to calculate is

(( (x) ~(y)))=~- Z Z G.,-, -, (.).-' "' ' '&

kl k,g=y

where V is the volume of the system, x =(r, t), y = (r', t'), and

G;,.&, '{v)=e(v)([e'"'q*' ', e&''q, ( &])0=-((e'" "&; e" 'q~ '&))

Here 8(T) is the unit step function, ( ~ ~ ) indicates a. statistical average, and [ ~ ] Poisson brackets.


