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while constant-E diffusion remains unchanged.
Particles of low enough energy so that they can
be derived directly from the source through con-
stant- p, diffusion will be injected in increased
numbers, so that their flux will increase. On the
other hand, particles that have been accelerated
through bimodal diffusion are exposed to a higher
leakage rate through constant- p. diffusion, where-
as their production does not increase according-
ly, since constant-E diffusion is maintained un-

changed; therefore their intensity will decrease.
After the balance between the two modes is re-
stored to its prestorm level, particles are accel-
erated by bimodal diffusion and high-energy flux-
es rise again. Similar results would be obtained
if constant-E diffusion is increased while main-
taining the constant-p process unchanged. Even
an unequal increase of both diffusion rates would

produce similar results, enhancing low-energy
fluxes and depletion high-energy ones.
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We have measured g photoproduction at 4 Gev. We find our results to be consistent
with a theoretical prediction relating this cross section to ~ production by ~ mesons us-
ing a vector-dominance model; there is no evidence for a dip or change of slope at -t
= 0.6 as seen in ~ photoproduction.

The study of p photoproduction from protons
is of considerable importance since any model
or theory which describes m photoproduction
should encompass a prediction for this process
as well. It has been measured at low energies'
(below 1.5 GeV) and more recently at high ener-
gies (6 GeV). ' Total-cross-section measure-
ments have been made up to about 4 GeV in a hy-
drogen bubble chamber. ' We present here mea-
surements down to small t at 4-GeV incident pho-
ton energy.

We used two hodoscopes, each a 4& 6 array of
lead-glass total-absorption counters, 4 to mea-
sure the energy and emission angle of the g
through its decay into two gamma rays. Each of
the 48 individual counters had its own photomulti-
plier. The currents from the 24 counters in
each hodoscope were summed to give the energy
of each photon. The currents were also summed

in proportion to distance along the x (or y) axis
of the hodoscope; this sum when normalized to
the total current is a measure of the striking
point of the photon on the hodoscope. The angle
between the two hodoscopes was set in each run
to optimize detection of 4-GeV g 's decaying into
two gamma rays.

Because the lead-glass counters were sensi-
tive to electrons as well as photons, a pair of
plastic scintillators (28 cm&&46 cm) encased in
several inches of polyethylene was placed in
front of each of the hodoscopes to veto charged
particles.

The experiment was run with a liquid-hydro-
gen target in a bremsstrahlung beam at the Cam-
bridge Electron Accelerator. The electron ener-
gy was set at 4.2 and 3.8 GeV with the gamma de-
tector placed at seven different angles with re-
spect to the photon beam. The photon beam was

1205



VOLUME 21, NUMBER 16 PHYSICAL REVIEW LETTERS 14 OCTOBER 1968

I20

I IO

I

l70 250 330
I I

4 I 0 490 570 650 736 8I 0

monitored with a quantameter. '
An on-line computer calculated the effective

mass of the parent particle for each event from
the measured positions and energies recorded in

each hodoscope, assuming that the particle de-
cayed into two gamma rays. It also recorded all
measurements on magnetic tape for later analy-
sis. A check run was taken setting the detectors
for r' detection; a "mass" plot for this run is
shown in Fig. 1. The 4-Gev yield was obtained by
subtracting the yields at 3.8 GeV from those at
4.2 GeV. A sample mass plot is shown in Fig. 1.
This rate was corrected for chance coincidences,
empty-target events, events where one or more
of the gamma rays converted in the front poly-
ethylene, and background events (see below). A

Monte Carlo program was used to calculate our
counter efficiency.

The data at (9')lab wa, s taken with a thick scin-
tillator in coincidence to detect the recoil proton.
(This was not possible at small angles. ) This re-
duced the background substantially; the mass
spectra and cross sections so obtained agreed
with those calculated without the proton-coinci-
dence information.

Restricting ourselves to events whose calculat-
ed photon energy was between 3.4 and 4.6 GeV
(see Fig. 1), we plotted the data in the AID ma. ss
region as a function of geometric opening angle
(see Fig. 2). By accepting only events with open-
ing angles between appropriate limits, we could
eliminate events due to the process

y+ p —rl'+ N*(1236).

This process, which produces an g with about
300 MeV less energy, and therefore with a some-
what wider decay opening angle, was assumed to
be the dominant competing q'-production process.
We then found the shape of the non-g' background
in our mass plots in three ways, and estimated
the contamination in the g' mass region by nor-
malizing this curve to masses below 500 MeV.
We generated a fictitious mass plot by taking the
two gamma-ray energies and positions from dif-
ferent events; this gives a high background esti-
mate since two such gamma rays are relatively
unconstrained in energy. We computed fictitious
mass plots for 2m' and 3m events using a Monte
Carlo program; this gave our "best guess. " We
assumed no background in the q' mass region;
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FIG. 1. Experimental mass plots. Solid lines are
guides to background in mass region below meson.
(a) (12 )lab g mass spectrum, 4.2-GeV data minus 3.8-
GeV data, removing events where both sets of veto
counters fired. (b) Data from (a) with the additional
requirement that the calculated photon energy be be-
tween 3.4 and 4.6 GeV. (c) (15 )lab & mass spectrum,
1.5-GeV data with no subtraction done using events in
which neither set of veto counters fired and a recoil
proton was detected.
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FIG. 2. Events in the g mass region, with calculat-
ed photon energy between 3.4 and 4.6 GeV, plotted as
a function of two-gamma opening angle. The data are
those taken at Blab=3'. The solid line is the shape of
the angular distribution expected for the g p final state,
and the broken line is that expected for the g N* final
state. (The several peaks evident in these distribu-
tions are due to properties of the counter system. )
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m +P-~ +n (2)

at 3.25 GeV, assuming p -exchange dominance.
There are no data for process (2) at our energy;
the data at 10 GeV have a steeper angular distri-
bution than those at 3.25 GeV. At small t we have
extended the theoretical curve by adding the cal-
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this is clearly a minimum. Our measured cross
sections are shown in Fig. 3. The errors are a
rms sum of the statistical error and an error
from background uncertainty given by the high
and low limits described above. (The point at t-
=0.4 represents the runs made detecting the re-
coil proton; no background correction was neces-
sary for these data. )

We note that our points are in fair agreement
with a theoretical calculation by Dar and Weiss-
kopf, shown in Fig. 3, which predicts this cross
section from the reaction

culable Primakoff-effect amplitude, ' using the
measured partial lifetime for p' decay into two

gamma rays. We assumed the relative phase of
the two production amplitudes to be 0', 90', and
180', and the nuclear cross section to be all spin-
nonf lip. The data suggest 180', if the nuclear
cross section is indeed all spin-nonf lip. The
model of Ref. 6 would favor 0' for the relative
phase. Note that a comparison of the data of Ref.
2 with ours indicates some narrowing of the t
distribution ("shrinkage") with energy as is also
true of the related process' LEq. (1)]. We see no
evidence for a "dip" or change of slope at t = -0.6
as would be expected from a simple Regge-ex-
change model.

The total cross section is 0.18+0.05 )L(b at 4
GeV. This compares with the results of the
DESY bubble chamber group3 and with our extra-
polation (flat to small t) of the Stanford Linear
Accelerator Center data' which gives 0.16 + 0.05
JLLb. The total cross section is decreasing like
E over the range from 1 to 6 GeV.

Using the excess of events at wide opening an-
gles (see Fig. 2) we also calculated a cross sec-
tion for
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where MM+ could be a missing mass between ap-
proximately 1100 and 1500 MeV. We assume that
this reaction is dominated by N (1236) production
(process 1). The results are consistent with a
differential cross section of the same shape as
that for simple photoproduction, with an absolute
value approximately 2.5 times as great.
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FIG. 3. Cross section for y+P g +P at 4 GeV. The
Stanford Linear Accelerator Center data of Ref. 2
taken at 6 GeV is shown for comparison, plotted
against s2(do/dt). The dashed line is the prediction of
Dar and Weisskopf, based on 3.25-GeV data (Ref. 6),
also plotted against s (do/dt). The envelope around it
at small -t shows the result of considering the Prima-
koff effect (see text) ~ The solid line is the prediction
of Di Vecchia and Drago (Ref. 9). Note that our errors
are not statistical alone, but include our estimates of
systematic errors in the background estimate as well.
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SOLAR NEUTRINOS AND THE SOLAR HELIUM ABUNDANCE~

Icko Iben, Jr.
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(Recieved 19, July 1968)

The upper limit on the solar neutrino flux set by Davis, Harmer, and Hoffman places
an upper limit on the sun's initial helium abundance that is small compared with that
estimated for other galactic objects. Adopting current estimates of low-energy nuclear
cross-section factors, the upper limit is essentially equal to a lower bound sei by de-
manding that the sum is at least 42 x10 yr old.

The preliminary upper limit on the solar neu-
trino flux set recently by Davis, Harmer, and
Hoffman' is an order of magnitude smaller than
the flux that had been expected on the basis of so-
lar model calculations prepared prior to the es-
tablishment of this limit. The Davis, Harmer,
and Hoffman result has therefore forced a re-
thinking of the standard assumptions concerning
both the input parameters and the input physics
that are necessary for the construction of solar
models

In an effort to contribute to a better under-
standing of the implications of the Davis, Har-
mer, and Hoffman limit, I have prepared an ex-
tensive analysis of the relationship between the
neutrino flux derived from solar models and sev-
eral solar input parameters ~ Many of my results
are consistent with those already in the litera-
ture. ' ' However, several new results have
emerged and several conclusions are at variance
with inferences drawn in two recent papers. ~ In
this communication, a statement of my basic
conclusions will be offered first, followed by a
summary of the supporting evidence. A more
complete discussion will appear elsewhere.

(1) With the standard choice of solar input pa-
rameters, the Davis, Harmer, and Hoffman lim-
it implies an upper limit on the sun's initial heli-
um abundance that is small compared with the
helium abundance estimated for other galactic
objects. The upper limit on Y (initial He abun-
dance by mass) required for consistency with the
Davis, Harmer, and Hoffman limit is Yp —0 16-
0.17. On the other hand, almost every attempt
to estimate Y for galactic objects other than the
sun has led to values in the range 0.2-0.4, the
most probable values clustering about 0.25-0.30.
The evidence for a possibly universal, high value
for Y has been amply catalogued. 'y'

Bahcall, Bahcall, and Shaviv' claim that a so-
lar Y=0.22+0.03 (-0.22 with standard assump-
tions) is consistent with the Davis, Harmer, and
Hoffman limit. Despite this claim, the quantita-
tive results in the Bahcall, Bahcall, and Shaviv
paper clearly indicate that consistency with the
Davis, Harmer, and Hoffman upper bound can be
achieved only with Y ( Y0-0.16 (with standard as-
sumptions), in agreement with the limit present-
ed here.

(2) With the standard assumptions, the upper
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