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II is the self-energy and has the form in this
theory

ll(k')

=i4Z G'fd q b, '(q')a '([k —q]') f'(k-q, q). (10)
0 0

6+ ' is the propagator for the y field, I is
the y'4 vertex function. Asymptotically, b~ '(p')
-1/Z0p' and 1 -Z» so that from (9) and (10),
disregarding divergence difficulties,

qZ q

a,nd in the limit as Z - 0, the same result as

(i2)

in Ref. 1 is obtained:
1 4(0 I y'(0) I 0)
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38ince they correspond to different moments of the
inverse propagator spectral function. 6p, is shown to
be nonzero in the limit 2 0 in P. Oleson, Phys. Let-
ters 9, 277 (1964).
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We describe a critical test of the pion-nucleon forward dispersion relations up to the
highest energies practical at the Brookhaven alternating-gradient synchrotron involving
a precise measurement of both the real and imaginary parts of the m-N scattering ampli-
tude. We find that the predictions of the x-N forward dispersion relations are in good
agreement with the experiment up to at least 20 BeV/c.

We have measured the elastic-differential
scattering of positive (8-20 BeV/c) and nega-
tive (8-26 BeV/c) pions from hydrogen at very
small angles (1-25 mrad) to deduce, from the
interference of the Coulomb and nuclear am-
plitudes, the real part of the nuclear scatter-
ing amplitude.

An earlier incomplete investigation' had es-
tablished that there were sizable real parts
of the pion-nucleon forward scattering ampli-
tudes at high energies. However, large sys-
tematic uncertainties in the real amplitudes
deduced from that experiment did not allow
a definite test of the dispersion relations to
be made, since such a test requires cross-sec-
tion measurements with an absolute systema-
tic accuracy better than about 1%.

The present experimental arrangement is
shown in Fig. 1. The positive beam was pro-
duced at an angle of -4' from the F10 target at
the Brookhaven alternating-gradient synchro-
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FIG. 1. A diagram of the experimental arrangement
including a table of all hodoscope element sizes. The
system had a momentum resolution of -0.4% and an
angular resolution of -0.4 mrad.
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tron (AGS), while negative particles were pro-
duced at 0' from the I" 9 target and bent on to
the same path by the +10 AGS ring magnet.
Pions were selected by the two threshold Che-
renkov counters CT1 and CT2 in coincidence.
Hodoscopes H01 and H02 were used to mea-
sure the location and the angle of the particle
incident on the 2-ft-long hydrogen target to
+0.15 mrad. The horizontal projection of the
outgoing angle after scattering in the target
was measured with H2, while the horizontal
elements of hodoscope H4 were used to mea-
sure the vertical projection of the outgoing
angle. Hodoscope H2 consisted of 48 —,'-in. coun-
ters in the small-angle region and 80 &-in. coun-
ters covering larger angles, where the reso-
lution was less critical. The particles passed
through three 30D72 analyzing magnets (6' bend
for particles of beam momentum), and the ver-
tical elements of H4 were used to measure the
outgoing particle's momentum. The over-all
average resolutions (rms), including beam spread,
multiple scattering, counter sizes, etc. , were
-0.4 mrad (angular) and -0.4/o (momentum).
The hodoscopes H 1X and H 1 Y were used in con-
junction with H01, H02, and H4 to determine
the location along the beam of the point of scat-
ter in order to reject events where the inter-
action occurred outside the hydrogen target.
The counters p. l- p. 4, placed behind a pion ab-
sorber consisting of 6 ft of steel and 2 ft of
lead followed by 2 ft of paraffin, were used
to reject muons from decays along the beam.
By raising 8 ft of iron into the beam at the hy-
drogen target, a broad-muon beam was pro-
duced and used to measure the efficiency of
muon rejection as a function of position in H4.
For all regions used, it was greater than 95%
efficient, resulting in a muon contamination
of less than 0.25%. The over-all particle de-
tection efficiency of the spectrometer system
was measured at each momentum by bending
the beam onto II4. By triggering on the inci-
dent beam, we were then able to measure the
probability that a well-defined particle would
traverse the spectrometer and be recorded
as a single particle in each screen. From the
observed variation of this efficiency, after
correction for the energy-dependent muon con-
tamination and pion decay, we concluded that
the over-all absolute normalization is correct
to within 1%. In order to reduce accidentals,
events in which more than one incident hodo-
scope counter per screen was struck were ve-

toed electronically. The net accidental correc-
tions were always less than 1%. The method
of data handling is very similar to that described
in earlier papers. ' A fast (5-nsec) coincidence
between Sl, S2, Al, A2, A3, H01, H02, CTl,
and CT2 was used to identify the incident par-
ticles. A further 20-nsec coincidence with H2
and H4 determined that the particle had scat-
tered into a selected fiducial region. When
such a coincidence signal was received, 144
fast gates were opened for 20 nsec to identify
which of the counters had been struck. ' This
information was then transferred to a buffer
memory, and 15 p, sec later the system was
ready to receive another event. Up to 2000
such events were recorded each pulse (-3 mil-
lion/h). At the end of the AGS pulse, the da-
ta in the buffer memory was transferred to
a PDP 6 computer for on-line analysis and
in parallel onto magnetic tape for a permanent
record. The computer program calculated
the scattering angle and momentum of each
particle and constructed momentum spectra
for each of 30 scattering angle bins of width
0.4 to 1 mrad. Counter performances were
monitored during the data taking by construct-
ing histograms of count rate versus counter
number for each screen. The magnetic fields
of the beam transport were monitored by the
computer on a pulse by pulse basis.

At larger angles the empty target background
was -10 /0, but at the smallest angles, where
the position of the interaction along the beam
was not well determined, it became as large
as 50%. Frequent empty target measurements
were made at each momentum, so that the emp-
ty-target background could be subtracted ac-
curately.

Differential cross sections were obtained
by integrating the momentum spectra from hy-
drogen over the elastic peak and subtracting
the small (~1%) nonelastic background. The
effective values of t (the negative square of the
four-momentum transfer) for the various bins
were determined by means of a Monte Carlo
program which constructed events using the
known geometry, incident-particle distribution,
and momentum spread. Typical cross sections
are shown in Fig. 2. The errors shown are
largely statistical, but point-to-point system-
atic errors due to uncertainty in the determi-
nation of t and the measured nonuniformity of
H2 and H4 are included. An uncertainty in the
over-all absolute normalization of 1% is not
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shown.
Invariance principles limit the w-P scatter-

ing amplitude to a form involving two complex
functions:

A (s, t) =f(s, t) +g (s, t )o ~ n sin8.

For the small angle range where interference

takes place, sin0 «1. Considering the limits
on the spin-flip amplitude as determined by
the characteristics of the v-P polarization and
differential cross-section data, neglecting the
spin-flip amplitude causes a negligible error
in the small-angle region we are concerned
with and hence A(s, t) =f(s, t)

We express the differential cross section as

p
dt's(~'-p)

=, + Im(A )[n cos2&+sin&]+[I+n '][Im(A )12+mult. scatt. corr. ,t' tl ¹
+ N+

(2)

where n = Re(A~)/Im(A~) and Fc = (2m"'e'/pc)
x (form factor).

Bethe has calculated 5 = (e'/hcp) in(1.06/pa8).
In a number of recent works, '" the calculation
of 6 has been investigated in detail. Three of
the calculations' agree within 15% with the above
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FIG. 2. Typical differential cross sections. The
9.86 x+ data are displaced down one decade. The solid
curves are best fits varying n and g. The dashed
curves are best fits constraining n to be 0. The num-

ber of degrees of freedom (d.f.) of each fit is shown.

result. The major difference in the fourth cal-
culation' is due to the neglect of a form factor
effect in making the infrared approximation. 7

Since the exponential slope or equivalent ra-
dius of the m-p interaction is about the same
as for p-p, we have used the proton form fac-
tor' for the pion. The effect of the form fac-
tor is very small in the region of interest, and
the uncertainty in it introduces a negligible
error.

Multiple and plural scattering corrections
were calculated by using a modified Moliere
distribution. We express

a 2

IA I =(1 +o) @, e
2 2 tot 5t+ ct

where ct' is a small correction to the nearly
exponential behavior of the differential scat-
tering cross section. We used c =2.4 (BeV/c)
as an average value from larger It I measure-
ments. ' Total cross-section measurements
were made as a separate part of this experi-
ment" from 8 to 22 BeV/c for m+-P and from
8 to 29 BeV/c for m--p at about 2 BeV/c in-
tervals.

The measured differential cross sections
have been fitted at each momentum, using o.

and b as free parameters. The solid curves
in Fig. 2 show the best fit to the data obtained;
the dotted curve is the best fit with o. =0, which
is ruled out by X2. The interference is destruc-
tive for w -p and constructive for m+-p. The
value of n is very insensitive to the minimum
value of It I used in the fit. This shows that
the parametrization used, including the assump-
tion of no t dependence of o. , was reasonable.
A minimum cutoff at It I =0.001 (BeV/c) was
selected for the final determinations. That the
value of 0. determined then corresponds to the
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value at t =0 is well justified. " Measurements
at It I & 0.04 (BeV/c)' have little weight in the
determination of n. The values of b obtained
were consistent with previous measurements. '
The values of e obtained are given in Table I
and are shown in Fig. 3. The solid points rep-
resent measurements with the apparatus rear-
ranged to cover a larger angular range with

consequent worse resolution. The data were
grouped in angular bins about 50% wider. As

can be seen, the agreement between the two

setups is good. The errors shown are those
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FIG. 3. n+ versus momentum. The solid curves
are predictions of dispersion relations discussed in
the text. The dashed curve is the result of displacing
the solid curve by 0.02, the systematic scale error.
The solid points represent measurements with a re-
arrangement of the apparatus to cover a larger angu-
lar range.

Table I. o =Re(AN)/Im(A~) for w+-p scattering. The
errors do not include a scale error of +0.02 as de-
scribed in the text. The starred momenta were mea-
sured with a set-up covering a larger angular region.

m'=P r+-P
Momenta Momenta
(BeV/c) n (BeV/c) Q+

obtained from the lease-squares fit. In addi-
tion, there is an over-all systematic error in
n of +0.02 due to the following: (1) uncertain-

ty in total cross-section measurements, (2) in-
elastic background subtraction, (3) uncertain-
ty in overall efficiency, and (4) uncertainty in

the multiple scattering corrections.
This error is mostly of a scale nature, and

since the sign of the interference is opposite
for m+ and m-, the sum of the values of n for
m+ and w- at any momentum is nearly free of
this error.

Although these new results for e differ con-
siderably from our earlier incomplete deter-
mination, ' considering the large systematic
errors assigned to the earlier measurements,
there is no significant disagreement. Because
of the greatly imporved absolute accuracy and
resolution of these measurements, resulting
in lower backgrounds and better t-cutoff depen-
dence, these data should supersede the earlier
measurements.

The predictions of the n Pforwa-rd disper-
sion relations" were evaluated from the fol-
lowing well-known forms:

+ + f~ks 1

M I 1 (Iu/2M)'7 ~'-()t'/2M)'

k2 den'

2f 4)

( /m)

478 p (d —Q) — + (4)

where D~ = 2[Re(A~ )+ Re(A-&+)], o~ are the
NP total cross sections, and natural units 5
=c =1 have been employed. The values f'=0.081
and D+(p) = -0.002 were used, the results being
insensitive to reasonable variations in these
parameters and the lower-energy total cross-
section measurements.

A least-squares fit to the new high precision
(-0.3% absolute accuracy) total cross-section
measurements" of the form o~ =a+b~/p&~ was
used to evaluate the dispersion integrals above
8 BeV. The parameters used were a =22.72,
b+= 28.99, b = 20.33, n+ =1.128, and n = 0.697.

The predictions for o.+ from this fit are shown
as solid lines on Fig. 3. The dashed lines re-
flect the estimated systematic errors of the
n measurements.

As can be seen in Fig. 3, the agreement with
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the predicted shapes of o. and o.+ is good,
and considering the systematic errors, the
agreement of the absolute magnitude is satis-
factory. The curve is the result of an extrap-
olation of the best fit to the total cross-sec-
tion measurements. Within the total cross-
section errors, this extrapolation can be ad-
justed to give an even better agreement between
the predictions and the data.

All important systematic errors, including
the uncertainty in 5, tend to make about equal
and opposite contributions to n and o.+, and
hence they must, to a large extent, cancel in
the quantity D+, providing a more precise test
of the forward dispersion relations.

Figure 4(a) shows this comparison and we
see that the agreement is good. If the total
cross section obeys the Froissart bound, the
dispersion integral is convergent without an
additional subtraction. However, in order to
reduce greatly the sensitivity of the integral
to the high energy cross section beyond the
measured momentum range, an additional sub-
traction in D+ was made at 20 BeV/c and the

FIG. 4. (a) D+ versus momentum. The solid curve
is the prediction of the dispersion relations using the
best fit to the total cross section for extrapolation.
The dotted curve is the result of a subtraction at 20
BeV/c. (b) D versus momentum. The solid curve
is the prediction of the dispersion relations as in
Fig. 4(a). The dashed curve is the result of displacing
the solid curve by 0.04, the systematic scale error.

result is shown as a dotted line in Fig. 4(a).
The agreement is improved. Since in this form
the dispersion- relation prediction is virtually
independent of the high-energy behavior of the
total cross sections, ' we conclude that the D+

forward dispersion relation is valid up to 20
BeV/c.

Figure 4(b) shows a comparison between the
prediction for D and the experimentally de-
termined values. Here the systematic errors
add; so we do not have as good a determination.
Furthermore, D is very sensitive to the asymp-
totic behavior of the difference of the total cross
sections which, of course, is not measured
as well as the sum. " Within the errors, the
agreement is satisfactory.

The charge exchange data" are also in agree-
ment with predictions from our data, within
the systematic error limits, assuming the hy-
pothesis of charge independence. Therefore,
the experimental data up to BeV/c are consis-
tent with the assumption of charge independence.

In conclusion, the excellent agreement ob-
tained between the w-P forward dispersion-re-
lation predictions and these experimental re-
sults provides a critical verification of the val-
idity of the dispersion relations up to the high-
est energies measured. If a small acausal re-
gion or "fundamental length" /o existed, the
forward dispersion relations would break down
completely at an energy -1/lo. " Applying this
to our present results, we obtain /0 &10 "cm.
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*Work performed under the auspices of the U. S.
Atomic Energy Commission.

K. J. Foley, R. S. Gilmore, R. S. Jones, S. J. Lin-
denbaum, W. A. Love, S. Ozaki, E. H. Willen, R. Ya-
mada, and L. C. L. Yuan, Phys. Rev. Letters 14, 862
(1965).

K. J. Foley, W. Higinbotham, S. J. Lindenbaum,
%. A. Love, S. Ozaki, D. Potter, and L. C. L. Yuan,
in "Proceedings of the CERN International Meeting on
Film-less Spark Chamber Techniques and Associated
Computer Use," CERN Report No. CERN 64-30, 1964
(unpublished), p. 21; K. J. Foley, R. S. Gilmore, R. S.
Jones, S. J. Lindenbaum, W. A. Love, S. Ozaki, E. H.
Willen, R. Yamada, and L. C. I.Yuan, in Proceed-

197



VOLUME I9, NUMBER 4 PHYSICAL REVIEW LETTERS 24 JULY 1967

ings of the Twelfth International Conference on High
Energy Physics, Dubna, 1964 (Atomizdat. , Moscow,
1966), p. 418.

A system t'or multiplexing the photomultiplier sig-
nals were used such that the outputs of -400 photo-
tubes were reduced to 144 bits of information. For
instance, the 120 counters of &4X were encoded as 10
groups of 12 counters, thus requiring a total of 22 bits.

4H. A. Bethe, Ann. Phys. (N.Y.) 3, 190 (1958).
J. Rix and R. M. Thaler, Phys. Rev. 152, 1357 (1966);

M. M. Islam, Report No. NYO-2262TA-149, and pri-
vate communications; R. Serber, private communica-
tion.

L. D. Solov'ev, Zh. Eksperim. i Teor. Fiz. 49, 292
(1965) [translation: Soviet Phys. —JETP 22, 205 (1966)].

D. R. Yennie, private communication.
L. N. Hand, D. G. Miller, and R. Wilson, Rev. Mod.

Phys. 35, 335 (1963).
G. Moliere, Z. Naturforsch. 3A, 78 (1948); H. A.

Bethe, Phys. Rev. 89, 1256 (1953); U. Fano [Phys.
Rev. 93, 117 (1954)] has calculated the correction for
the fact that the atomic electrons cannot scatter pions
through an angle greater than 3.7 mrad.

K. J. Foley, S. J. Lindenbaum, W. A. Love, S. Oza-
ki, J. J. Russell, and L. C. L. Yuan, Phys. Rev. Let-
ters 10, 543 (1963); K. J. Foley, R. S. Gilmore, S. J.
I,indenbaum, W. A. Love, S. Ozaki, E. H. Willen,
R. Yamada, and L. C. L. Yuan, Phys. Rev. Letters 15,
45 (1965).

To be published.
To produce even a 5% change in 0, on extrapolating

from ~t~ =0.001 (BeV/c) to t=0 would require an ex-
ponential slope of the real amplitude greater than 100
(BeV/c) 2, corresponding to diffraction from an ob-

ject of radius 3 F. Such a range of interaction would
be in disagreement with many experimental measure-
ments. At the lower energies where cross sections at
smaller t s could be measured, even including the
measurements to

~ t( = 0.0001 (BeV/c)2 made no observ-
able difference in the value of e, confirming the va-
lidity of this argument.

~3M. L. Goldberger, Phys. Rev. 99, 979 (1959); M. L.
Goldberger, H. Miyazawa, and R. Oehme, Phys. Rev.
99, 986 (1955).
~Even assumptions of drastic behavior, such as a
sum of the cross sections which suddenly vanishes and
remains 0 above 35 BeV/c or alternately a sum that
increases linearly with energy beyond 35 BeV/c, make
only small differences in the predictions for the ex-
perimentally measured energy range.

~5An equally good fit to the total cross sections using
the same number of parameters is 0++o. =44.20
+ 18.4/po'~~ and c -a+= 3.85/po 30~. This fit gave sim-
ilar predictions for D+ but gave results for D which
disagreed with the data because of the slower con-
vergence of the total cross section difference at high
energies. However, a two-standard-deviation change
in the exponent of the momentum dependence of this
fit would give a reasonable agreement with D

~ I. Menelli, A. Bigi, R. Carrara, M. Wahlig, and
L. Sodickson, Phys. Rev. Letters 14, 408 (1965);
A. V. Stirling, P. Sonderegger, J. Kir z, P. Falk-
Vairant, O. Guisan, C. Bruneton, P. Borgeaud,
M. Yvert, J. P. Guillaud, C. Caverzasio, and B.Am-
blard, Phys. Rev. I.etters 14, 763 (1965).

R. Oehme, Phys. Rev. 100, 1503 (1955); D. I.Blok-
hintsev, Usp. Fix. Nauk 89, 185 (1966) [translation:
Soviet Phys. -Usp. 9, 405 (1966).

PROTON AND PION SPECTRA FROM PROTON-PROTON INTERACTIONS AT 10, 20, AND 30 BeV/c*
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The secondary proton and pion spectra from proton-proton interactions have been mea-
sured over nearly the entire momentum range and over a wide range of laboratory an-
gles. Most of the data are at an incident-proton momentum of 30 BeV/c.

The proton spectra were transformed into cross sections in terms of p~* and p (*
all in the c.m. system. These cross sections were found to be largely independent
of P

)~

* and an empirical fit was obtained quite similar to one derived by Hagedorn using
a statistical model. The pion spectra were also expressed in terms of Pi.* and P ~~" and
found to be different from the proton spectra by showing a marked dependence on p)~ *.

As part of a proton-proton scattering exper-
iment reported earlier, ~ we obtained spectra
of secondary protons and pions covering a wide
range of angles and momenta. A description
of the wire-plane spectrometer system and

analysis procedure is found elsewhere. ~ Sep-
aration of protons and n+ mesons was accom-
plished with a v-ft-long, freon-filled, thresh-
old Cherenkov counter operating at pressures
between 15 and 35 psi. The efficiency of this
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