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The electron spectrum from muon decay,
generally characterized (for unpolarized muons)

by the two shape parameters p and q of Michel, '
is of great theoretical interest. Regrettably,
few of the experimental p values can claim
high accuracy, ' and some of these disagree
with each other; furthermore, in interpreting
their data, the authors generally assumed that
which one hopes to check —namely, that the
V-A interaction holds. No direct determina-
tion of q has been reported. '

This Letter has two goals: (a) to describe
an accurate measurement, by a novel technique, 4

of the spectrum in question, including a deter-
mination of r), (b) to 'discuss the interpretation,
as regards the validity of the V-A theory, of
this and kindred experiments.

%e measure the momenta of the decay posi-
trons in a homogeneous field, delineating their
helical trajectories by means of seven wire
spark chambers with magnetic core readout
(four for radius and three for pitch determina-
tion), placed within a magnet as shown in Fig. 1(a).

The following are some of the salient features
of this nonfocusing spectrometer: (1) avoidance
of wall and slit scattering; (2) large momen-
tum acceptance (aP =30%) at a fixed, homo-
geneous field; (3) virtually momentum-inde-
pendent solid angle within AP; (4) fair momen-
tum resolution (dp/P =1%); (5) positive identi-
fication of the ~- p. -e decay chain in the source;
(6) ready adaptability to the measurement of
the positron spectrum for polarized muons
[with obvious changes in (4)].

Features (1) and (2) are improvements with
respect to the classical spectrometers used
in this field, but are shared by Columbia's
sonic spark chamber apparatus. ' The latter
achieves (3) by different means, and is super-
ior as regards (4). Feature (6) was the prime
motivation for our geometry.

The source of our spectrometer is a —,'-inch
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FIG. l. (a} Experimental arrangement. R1 through
R4 and P1 through P3 are wire spark chambers. The
magnet is totally enclosed, and provides over most
of the region of interest a field homogeneous to
«0.005%. The He-filled boxes have 5x 10 4-in.
Mylar windows. (b) Geometrical construction to
compute the solid angle 0 subtended by a plane in a
magnetic field. One finds Q(t =r/a) ~ (t arcsint )

x [1+tano. (t2-1)

scintillator [counter 3 in Fig. 1(a)] in which
pions injected through the coils are brought
to rest. An acceptable positron produces a
coincidence between 3 (anode) and two count-
ers, 4 and 5, located behind the last wire cham-
ber, in anticoincidence with two beam counters
(1, 2) placed outside the magnet. Two pulses
in counter 3 (dynode), separated by an inter-
val of 7 to 80 nsec, generate after 100 nsec
a 5- p, sec long gate through which a 12345 co-
incidence must pass to constitute a "real" event;
this assures feature (5) mentioned above. Sim-
ilarly, the 7T- p, chain generates an identical
gate delayed by 17 p.sec; events passing this
latter gate are accidentals. Both "real" and
accidental events trigger the chambers and
initiate readout of the core arrays. The stored
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information is appropriately labeled, so that
"real" and accidental spectra are collected
at once. Under typical conditions, counter 3
was traversed by 12 X10' particles/sec and
yielded 10' w- p, gates/sec, while the 12345
rate was 40/sec. The trigger rate was 1.4/sec.

Physically, each spark chamber in Fig. 1(a)
consists of two "planes" of Al wires (0.1 mm
diam) spaced 1 mm apart, yielding a resolu-
tion of +0.32 mm. The equivalent thickness,
including Mylar walls and Ne filling, is 2x10
radiation length. Spatial resolution and mul-
tiple scattering contribute here about equally
to the uncertainty in determining the orbit radii,
so that with a minimum sagitta of 50 mm one
would have, for an ideal source, dp/p =+0.8%.
Including energy losses in the source, one
achieves an effective resolution of +1%.

The core arrays connected to the wire cham-
bers were, of course, located outside the mag-
net. Their contents were either directly trans-
mitted to a computer for on-line analysis,
or alternatively stored on magnetic tape.

Selection criteria. —Fig. 1(b) is the construc-
tion required to show that the solid angle Q(r)
subtended by a small plane detector D at a
point S is given by the expression in the cap-
tion. By choosing the angle n, one can cancel
the momentum (i.e., r) dependence to better
than 0.1% over the Ap of interest; furthermore,
this weak dependence is preserved for an ex-

tended source of the size used here. This is
the basis of feature (3). In practice, the de-
sired n is not achieved through the actual posi-
tioning of counters 4 and 5, but rather by se-
lection, in the data-analysis program, of or-
bits traversing an appropriate "virtual" detec-
tor. The illumination of the latter, as well
as the source distribution, were also available
from that program. The virtual detector was
found to be uniformly illuminated.

Only those events (about 10') are analyzed
which consist of a single spark in each cham-
ber. The momentum is determined by fitting
a helix to all seven spark coordinates. This
over-determined helix is compared with a trial
helix defined by all but the two terminal cham-
bers; this comparison furnishes a criterion
to eliminate badly scattered events. Only 4%
of all analyzed events were rejected on this
criterion. A detailed investigation convinces
us that the cutoff chosen was momentum inde-
pendent.

Backgrounds. —With the logic requirements
imposed, beam particles could contribute only
as accidentals. Indeed, the "real" spectrum
had a contamination of only 5 x 10 ' for p & 60
MeV/c. The accidentals were due to decay
e+ originating in various parts of the appara-
tus. They were low (&5%) and because of their
known spectrum constituted no source of bias.

Source effects. —Energy losses in the source
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FIG. 2. (a) Experimental points. The points taken at 1300 G have been multiplied by a factor 2.19 for display.
The solid line represents the Michel spectrum for p = 0.760 and q =—0, inclusive of radiative corrections, e with al-
lowances for source losses and finite resolution. (b) Deviations of the experimental points from the best-fit the-
oretical curves, plotted in steps of 0.002 (natural momentum units).
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FIG. 3. Curves of constant y vs p and g; these are
portions of ellipses, approximated here by straight
lines. The circles are the absolute minima of X2 at-
tained with the constraint ~q~

~ l. (a) 1734-6 data,
(b) 1300-G data.

(0.45 g/cm', 10 2 radiation lengths) affect both
the resolution and the momentum scale. The
relevant loss distribution was obtained from
the data of Goldwasser, Mills, and Hanson, '
allowing for large losses by collision (Landau)
and radiation (Bethe-Heitler). Delta rays tra, —

versing the first chamber together with the
primary e+ lead to rejected two-spark events.
This leads, however, to no P-dependent bias
since the Bhabha cross section for producing
5's of the required momentum is P-independent.
Annihilation in flight, while p-dependent, oc-
curs with &10 ' probability. The fact that pions
are stopped in the source, in conjunction with
the rapid muon precession, ensures an unpola, r-
ized muon sample.

Absolute momentum scale. —A precise mea-
surement of the end point was not among the
goals of this experiment. Rather the observed
"end point" was used to calibrate the momen-
tum scale, allowing for the finite resolution
and target losses. The predicted "end point"

agrees with experiment to within the error
(0.15 MeV) caused by uncertainties in cham-
ber location.

Statistical analysis. —The experimental spec-
tra at the two most useful field settings (1734
and 1300 G) are shown in Fig. 2(a); after fold-
ing in the appropriate resolution function they
are compared with the theoretical spectrum, '
varying the parameters p and g, and recording
the X' values. The dependence of y' on p and

g is shown in Fig. 3, and the best estimates
of p and 7) (y' minimum) are given in Table I.
The curve in Fig. 2(a) represents the best fit;
the deviations from it are shown in Fig. 2(b).

The ana. lysis is insensitive to the intrinsic
(massless source) resolution, provided that
data near the end point are not used. Moreover
this resolution (derived semiempirically) is,
allowing for the source losses, in fair agree-
ment with the edge of the spectrum. Only the
radiative tail of these losses significantly in-
fluences the spectrum: Neglect of bremsstrah-
lung would decrease our p by 0.008. The er-
rors in Table I include, in addition to the sta-
tistical errors, allowances for systematic er-
rors in the effective radiative-source thickness,
and in the absolute momentum scale. In fitting
the data taken at a given field, variations in
the bounda. ries of the momentum regions in-
cluded and/or in the size of the virtual detec-
tor yielded statistically consistent values of
p and X', this supports our belief, based on
independent estimates, that other systematic
errors are negligible.

Interpretation. —The theory' underlying our
fits assumes a lepton-conserving local inter-
action involving massless neutrinos. Within
this framework, the observed parameters p
and il serve (together with the other parame-
ters of muon decay) to restrict the nature of
the interaction. In particular, one would like
to test the predictions of the V-A theory, which
is a very special subcase. This theory predicts
p=4, and until now —except for Piano's work'

Table I. Experimental results.

Magnetic field
(G) Momentum regiona Number of events n(p =4)

1300
1734

Weighted average

0.52-0.76
0.70-0.92

80x 10
200 x 103
280 x10'

0.754 + 0.020
0.762 + 0.010
0.760+ 0.009

-0.2 + 1.0
—1.0 +0.8
-0.7 + 0.6

0.733+', ,",(',
0 750+0.030

Oi765-0 028
+0.0iS

aIn natural momentum units.
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Table II. Predicted muon decay parameters.

Theory p 6

l & l'-1
2(1+ l ~ l 2)

0

-2 Re(e)
1+ l E'

l

1

—it has been traditional to fit the experimental
spectra for p alone, ignoring the low-energy
parameter q altogether (i.e., assuming 7l =0!).

On the other hand, p =-,' is not a very specific
prediction of V-A. To illustrate this point,
assume merely that neutrinos are two-compo-
nent (with v = vL), leading automatically to a
V+ eA theory. Table II summarizes its pre-
dictions. One sees that p (and 5) do not restrict
e, whereas q (and g) do. Hence, q is the more
relevant parameter in the spectrum from un-
polarized muons.

In the tradition mentioned, our original goal
was to measure p to the neglect of g. As was

just emphasized, this is rather uninformative.
Furthermore, even in that portion of the spec-
trum most sensitive to p and least sensitive
to q (say, x & 0.5), the effect of q is large in
a precision measurement, as Fig. 3 clearly
shows. The information contained in this fig-
ure may be presented in different ways (see
Table I): (a) fitted for p, constraining'
&1 (our statistics being inadequate to fit for
both p and q); (b) fitted for q, with the V+ ul
constraint p-=-,', and (c) fitted for p, with 7l—= 0,
as a comparison with other work. Our result
(c) and that (p=0.747+0.005) from the Colum-
bia spectrometer agree, a fact which in view
of the different sources of systematic error
has more than statistical merit. In this regard,
it is worth mentioning that the Columbia spec-
trum has, as compared to ours, three times
as many events, but a worse fit (g = 55 for
35+ 8.4 expected). "
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