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Results are presented on the charge-density
difference between Ca* and Ca*®. They show
that pronounced changes are made in the charge
density, that is, in the proton distribution, by
the addition of the eight neutrons. The follow-
ing features, which the earlier investigation
of the Ca*-Ca* difference’ suggested, are
now apparent. The charge radius, i.e., the
over-all size, increases by an amount com-
parable to the change in A3, The charge den-
sity at the edge of the nucleus (beyond about
4 F) does not increase in the manner suggest-
ed by such an over-all dilatation, and it is
even less in Ca* than it is in Ca*. Comments
on the possible origin of this effect, and of
other relevant scattering experiments, are
made later in this report.

Experimental and computational procedures
are very similar to those of Ref. 1. Briefly,
the experimental method is that of elastic elec-
tron scattering from isotopically enriched
foils of Ca* and Ca®®. The electron beam was
supplied by the Mark IIT linear accelerator.
The isotopic purities of the targets were 99.97%
(Ca*) and 97.22% (Ca*). The contamination
in the latter target was due mainly to Ca®
and was corrected for. The thicknesses of
the targets were 529 mg/cm? (Ca*) and 487
mg/cm?® (Ca*®).

The absence of low-lying levels in both iso-
topes permits us to use poorer energy resolu-
tion than in the Ca*-Ca*! experiment,' and
thus a larger slice of the incident accelerator
beam. The measurements of the cross-sec-
tion ratios, expressed in the form

D(H):[040(6)_048(6)]/[040(6)"’043(0)], (1)

can more easily be continued to larger angles.
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The added information so obtained about the
ratio of the differential cross sections contri-
butes to the greater detail with which we can
obtain the quantity

Q('V) = 477"’2[040("’)—943(1’)], (2)

compared to the Ca**-Ca* work. As with that
work, we assume a given functional form for
the Ca* charge density, with parameter values
determined previously.! The same form is
assumed to apply to Ca*®, with altered param-
eter values.? These altered values are deter-
mined by making a least-squares fit to the
experimentally measured quantity D, Eq. (1).
By varying the values assumed for Ca*, we
conclude that the fit is insensitive to them

and that what is being determined is the differ-
ence in parameter values between Ca* and
Ca*. Two different functional forms, expressed

by
p(r)=p,l1 v/ expl =M /21 (3)

with =1 (Fermi) and =2 (modified Gaussian),
are considered. The added flexibility of the
parameter w is needed to achieve an acceptable
fit to the data for the case n=1, and has been
included in both cases for completeness. The
main features of the predicted @(r), the quan-
tity which we feel has most significance in
our results, are to a large extent the same
for the two shapes n=1 and n=2, i.e., they
are largely independent of the functional form
chosen for p(7).

The experimental results, and the best fits
to them according to the above shapes, are
shown in Fig. 1. With 32 pieces of data, and
three parameters to be fitted, the values of
x? in the two cases were 26 (z=1) and 30 (n=2).
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FIG. 1. Isotopic difference of 250-MeV electron-scattering cross sections from Ca%’ and Ca%. The curves are
obtained by using charge distributions of the form (3) with parameter values given in Table I. They are least-
squares best fits to the data indicated by closed circles. The points indicated by open triangles, an open circle,
and an open square were obtained in a later run, and were at 250, 200, and 175 MeV, respectively. (See the text
for comments on these points.) Another curve illustrates the effect of a change in radius alone.

Without the extra parameter win (3), the val-
ue of ¥* for n=1 is 61. Additional experimen-
tal points taken in a later run with Ti*® are
included in the figure (not in the least-squares
analysis) to verify the consistency of our re-
sults. Some points taken at lower energies

to examine the behavior of D(6) at small val-
ues of g, the recoil momentum, and thus to
check on our measurements of target thick-
ness, etc., are also shown. These points,
actually measured at 8=32°, are plotted at
the value of 6 which at 250 MeV gives the
same value of g. We have verified by our
partial-wave analysis that this is a satisfac-
torily accurate procedure. The agreement
with the 250-MeV results is very good.

The quantity @ (), expressing the difference
in charge distributions between Ca* and Ca*,
is shown in Fig. 2 for the two shapes n=1,
n=2 in Eq. (3). The various parameters as-
sociated with the densities are given in Table I.

The errors quoted there include, besides those
indicated in Fig. 1, an over-all +1% in the ver-
tical scale to allow for uncertainty in our knowl-
edge of the ratio of the target thicknesses.

The third parameter w is small enough that
p(7) is flat near the center, and it is thus still
possible to define the half-radius #, 5 and the
90-10% skin thickness {. Their values are
affected by w, however. We have included the
Ca*® results for comparison. One sees from
the table that the change in half-radius A7, ./
¥,.5 is ~4.5%, of comparable magnitude to the
change in A'/3 of 6.2%. The skin thickness
changes negatively by a large amount: Af/f
~—11%. But these numbers, while indicating

a large effect, do not reveal the interesting
feature displayed in Fig. 2, that the edge den-
sity of Ca® is less than that of Ca*. The over-
all expansion of Ca*, expressed by the A7, ./
%,.5 result, is resisted, so far as the extreme
edge is concerned, by some effect which push-
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FIG. 2. The quantity @) [Eq. (2) of the text] for the

best fits of Fig. 1. It includes the 47v? of the volume
element, and is thus the actual amount of charge
changed at a given ». The corresponding result for
Catl:ca¥t is taken from Ref, 1. For comparison, the
charge density p(r) for Ca%’ is plotted on the same
horizontal scale. At »=1 F its value is 0.081e/F,

es the charge distribution even closer in. The
negative change of Af/f in the Ca*-Ca* com-
parison indicates the same tendency, but to

a smaller extent. The net effect is that com-
pared with Ca*, Ca* has a concentration of
charge right in the region of the nuclear sur-
face. As regards physical magnitude, we note
that the total charge moved to this region,
i.e., the negative part of @ () in Fig. 2, is
about 0.4e. We emphasize that this is obtained
as a phenomenological result, with reasonable
assumed functional forms for the charge den-

sity, and has not involved the use of a nuclear
model.

It is plausible, perhaps, to relate the sharper
surface of the charge distribution to a more
compact, less easily excited nucleus. Our
results then imply that Ca* is a more stable
structure than Ca*. This has been concluded
previously from the single-particle nature of
the Ca* spectrum compared to the complex
Ca* spectrum. The presence in the Ca* wave
function of appreciable two-particle, two-hole
configurations, as revealed by pick-up reac-
tions, seems to be saying the same thing.?

In connection with associated experiments
we note, from the table, that the muonic 2p
—~1s x-ray difference predicted by our results
is negative. This as yet unmeasured quantity
would by itself indicate that Ca*® js smaller
than Ca*, as regards mean-square radii. It
will be interesting to have the experimental
value, as an additional accurately known datum
on these nuclei, and as a confirmation of our
conclusions on the tail of the charge density.

For a possible comparison with nuclear scat-
tering analyses, we note some preliminary
results obtained with the single-particle shell
model.* The hypothesis is made that the spa-
tial wave function of this model gives directly
(after inclusion of the proton size) the charge
density. The Woods-Saxon potential in which
the protons move has necessarily so many
parameters that it could be adjusted to yield
almost any desired nuclear charge density
(proton density). We find that the shortening
of the tail of the Ca*® density can be reproduced
by, for example, having a considerably deeper
well than in Ca* (about 20% deeper) as well
as a radius larger by A3, We would expect

Table I. Isotopic changes in the parameters ¢, z, and w of the charge distributions [see Eq. (3)] of Ca% and ca
compared with ca% and related quantities. The values for Ca%’ are taken to be! ¢ =3.602 F, 2=0.576 F, w =0, for
n=1 (Fermi); ¢=3.373 F, 2=2.20 F, w =0 for =2 (modified Gaussian). Errors in Ac/c, Az/z, and Aw for the
catl-cat? comparison have maximum excursions of +0.51%, +1.33%, and +0.20, respectively, but are correlated.
Consequently, the errors on the derived quantities Av /7, 5 and At/¢, where 7 5 is the true half-radius and ¢ the
90-10% skin thickness, are somewhat smaller, being about +0.1 and +1%, respectively. AE is the change predicted
in the muonic 2p —~ 1s x-ray energy. The cat’-ca* results are from Ref. 1, where only two parameter fits were

made, so that Aw was not obtained.

Ac/c Az/z Aw A7 g,5/70.5 At/t AE
Comparison (%) (%) (%) (%) (keV)
cat’-ca%®, n=1 1.94 -8.31 0,079 4.1 -12.4 —0.52
cal’-ca®®, »= 6.21 —5.53 0.023 4.9 -10.9 —0.48
ca'%-ca¥, n=1 2.18 ~1.66 2.16 - 1.58 +0.70
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that so large a change would be apparent in
proton and alpha-particle scattering from
these nuclei. Conversely, such scattering
analyses, made with the object of examining
the difference between the optical potentials
of the two nuclei, could place restrictions on
the variations allowable in our analysis of the
electron scattering with this model. Other
information, relating to the position of single-
particle energy levels and of admixtures of
higher configurations, is very relevant in this
regard, of course.

A paper containing the details of our experi-
ment and its analysis will be prepared soon.
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’Because of the similarity in the excited states of
these two nuclei, we hope that any contributions to the
scattering from virtual nuclear excitation will cancel
in our analysis, because we measure the difference be-
tween the nuclei. The only theoretical development in
this direction since Ref. 1 that we are aware of is due
to Rawitscher [G. Rawitscher, to be published], who
allows for the effect of real excitation in depleting the
elastic flux by including an imaginary part in the
charge density. We are currently examining this sug-
gestion,
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The statistical properties of Gaussian partial-
ly polarized light have been investigated theo-
retically by several authors.'~® It has been
shown that the intensity fluctuations of partial-
ly polarized light can be calculated under the
assumption that the photons have N =2/(1 + P?)
degrees of freedom, where P is the degree
of polarization. The distribution of the photo-
electrons ejected by an unpolarized light beam
(P =0) should show no differences compared
to the distribution obtained if the beam is po-
larized and the area of the detector or its res-
olution time is so large that the average over
two elementary beams is observed.

In this Letter we report measurements which
establish these results experimentally. A con-
vergent light beam is produced by a single-
mode He-Ne laser and a lens. From this beam
a Gaussian radiation source is generated by
moving a random scatterer through it.”"!° In

order to get the probability density of the light
intensity, the signal of a photomultiplier is
chopped and analyzed by a multichannel ana-
lyzer.!

If the photomultiplier is illuminated coherent-
ly (detector aperture << solid coherence angle,
resolution time < coherence time), we find an
exponential curve for the probability density
of linearly polarized chaotic light.?~0»!2:!3
Figure 1 shows the probability densities of the
photocurrent if the photomultiplier receives
several elementary beams. The exponential
curve with its maximum at J =0 measured with
a point detector (N =1) becomes a Poisson curve
with its maximum near the mean intensity J
=(J) for large N. The probability density for
detecting » photoelectrons in N elementary
beams is given by?:*5

-N -n
n+N-1)! n N
p@,N) =~—_—((N—1)!n)! (1 +ﬁ> (1 +%) , (1)
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