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Within the Landau-Ginzburg picture of phase transitions, scalar field theories develop phase separation
because of a spontaneous symmetry-breaking mechanism. This picture works in thermodynamics but also

in the dynamics of phase separation. Here we show that scalar nonequilibrium field theories undergo phase
separation just because of nonequilibrium fluctuations driven by a persistent noise. The mechanism is
similar to what happens in motility-induced phase separation where persistent motion introduces an

effective attractive force. We observe that noise-induced phase separation occurs in a region of the phase
diagram where disordered field configurations would otherwise be stable at equilibrium. Measuring the
local entropy production rate to quantify the time-reversal symmetry breaking, we find that such breaking is
concentrated on the boundary between the two phases.
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Introduction—Dynamical field theories provide a power-
ful framework for investigating collective properties in a
variety of systems, ranging from critical phenomena and
nonequilibrium phase transitions [1], to the growth of
interfaces [2]. Continuum descriptions are also suitable
for modeling different materials [3], cell colonies [4],
single-cell motion [5], or phase transitions in cell aggre-
gates [6—8]. Focusing our attention on scalar field theories,
as in the case of the gas-liquid phase transition, upon
introducing nonequilibrium deterministic forces, the so-
called model A and model B can be extended to capture the
large-scale phenomenology of active systems, e.g., collec-
tions of self-propelled agents [9—13]. However, the noise
fields, representing the effect of the fast degrees of freedom
on the slow ones, are also another source of nonequili-
briumness in field theories [14]. In particular, there are no
reasons a priori to consider delta-correlated stochastic
forces, while a natural choice might be rather to consider
an exponential decay for the two-point correlation function
of the noise [15,16].

In this work, we study nonconserved (model A) and
conserved (model B) scalar field theories in 2d, driven out of
equilibrium by time-correlated noise. We document that the
nonequilibrium noise is the driver of phase separation in a
region of the phase diagram where the corresponding equi-
librium system does not display any ordered phase. Because
the effect of the persistent noise is to destabilize homo-
geneous configurations as in the case of self-propulsion in
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active systems [the so-called motility-induced phase sepa-
ration (MIPS) [17]], we call this phenomenon noise-
induced phase separation (NIPS). However, distinct from
the coarse-grained theories of MIPS, NIPS does not require
nonequilibrium terms for breaking time-reversal symmetry
(TRS) to produce microphase separation [11]. As in the case
of MIPS, but without any local nonequilibrium terms in the
deterministic force, TRS breaking (TRSB), measured using
the entropy production rate, is concentrated at the interface
between the two phases.

Correlated noise and active field theories—Models with
exponentially correlated noise have been largely employed
during the last years in active matter [18—21]. Experiments
show that active baths are a source of exponentially
correlated noise [22,23]. This picture holds even in dense
living materials [24]. Numerical simulations show that the
leading order dynamical field theory describing the MIPS
critical point is driven by a correlated noise [15]. To provide
a concrete example of how the echo of the activity takes the
form of a persistent noise on the mesoscopic scale, we
consider the practical situation where active particles are in
contact with a thermal bath. Even though the effect of
thermal diffusion is negligible (for instance, in the case of
E. coli bacterial baths thermal diffusion is almost 2 orders
of magnitude smaller than diffusivity due to activity [22]),
once we take into consideration thermal fluctuations, we
can coarse grain the dynamics with respect to these fast
degrees of freedom, keeping the active force fixed. This is
still well justified by experiments: again, in the case of E.
coli, the relaxation time of thermal degrees of freedom at
room temperature is of the order of 7, ~ 1077 s while the
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TABLE 1. Definitions of F and L for Model A and B.

Flg] L(x,1)
Model A —(6Hy/5¢) 5(x)K (1)
Model B V2(6H ;/59) —-V25(x)K (1)

persistence time is of the order of 74 ~ 1 s. This number
decreases with bacterial density, but it does not change the
orders of magnitude so that we are always in the situation
74 > 77. In the Supplemental Material we report the
explicit coarse graining of a model of active Ornstein-
Uhlenbeck particles with active and thermal noise showing
that the adiabatic average of the thermal fluctuations brings
to field theories with correlated noise. In the following, we
will explore the implication of this effect on 2d scalar field
theories.

Model—We consider the relaxation dynamics of a scalar
field ¢ = ¢(x,1). ¢ represents the slow variable we are
interested in, as in the case of density fluctuations in the
gas-liquid phase transition. The dynamics of ¢ results from
the competition between a deterministic force F and a
fluctuating one y = w(x, t). The latter represents the effect
of the fast degrees of freedom on ¢. Instead of considering
the stochastic force as a zero mean and delta correlated
noise, we assume y to be an annealed variable charac-
terized by a timescale = which is another control parameter
of the model (in the limit 7 — 0, we recover a delta-
correlated noise). The dynamics reads

@ =Flp| +y (1)

with () =0 and (w(x,)w(y,s)) =2DL(x —y,t—s),
where D sets the strength of the noise and the operator
L keeps into account both, a suitable differential operator
for describing conserved or nonconserved dynamics, and
the time-correlation function of the noise. The expressions
for F and L are reported in Table I. We restrict our study to
the case where F can be written as the functional derivative
of the standard Landau-Ginzburg energy functional

Hi o) —/dX{g(Vfﬂ)zngfszr%fp“ . (2

so that nonequilibrium is caused solely by the presence of
the time-correlated noise y. The parameter a sets the
distance from the equilibrium critical point a = 0 [25].
Phase diagram and NIPS—We start with the mean-field
(MF) picture within an effective equilibrium approach. For
convenience, we consider the Markovian approximation
named unified colored noise (UCN) [30]; it has been shown
that the correlated noise shifts the critical point of the
Landau model at higher temperatures, i.e., the critical value
a.(7) is in general a.(7) > a [31]. Although UCN dynam-
ics does not reproduce the real trajectories [32], it provides

useful insight into the stationary properties of the system,
especially when the potential generating deterministic
forces are characterized by positive curvatures, as in the
case of a ¢* theory approaching the critical point from
above. For moving at higher order in 7z, we should employ
other perturbation schemes [21,33]. In the small-z regime,
one has Hey~ Hig + (t/2)(H|g)* — tH/ G, where the
prime indicates the derivative with respect to . A phase
transition to ¢ # 0 takes place if the configuration ¢ = 0 is
not stable anymore. We can check the stability of ¢ =0
looking at the second derivative of H.y, given by
H{y=Hy g +7((H{ )+ Hy gH{ ] —7H{§. Since H{[0] =
—3uz, negative for any 7 > 0, the system undergoes a phase
transition to ¢ # 0. Since the parameter driving the phase
transition is the nonequilibrium noise, we refer to this
mechanism as NIPS.

The stationary homogeneous configurations of ¢ are thus
regulated by [26]

a 7]
Hyp = 5(02 +Z¢4 + 0(¢°)

a=a(l +za)-3ur, i=u(l+47). (3)
We obtain that the combination of nonequilibrium noise,
parametrized by 7, and nonlinear interactions, whose
intensity is tuned by u, renormalizes the coupling constants
a and u, i.e., it > u so that the nonlinear interaction
becomes more important, and @ = da(z, u), so that it can
change its sign. Without nonlinear interactions (# = 0), the
location of the transition remains untouched at @ = 0. In the
language of quantum field theory, a represents the mass of
the scalar field, and thus the mechanism introduced here
predicts that, just because of the interaction with the
external annealed field y of mass m,, = 771, the field ¢
can acquire mass whose value is proportional to m,,. For
u > 0, the shift of the critical point (or the mass of the
scalar field @) is given by @ = 0 = a.(7), that is

a.(z) :2%(\/1 + 12 — 1). )

Away from the MF regime (and out from the effective
equilibrium), it is not clear how fluctuations and non-
equilibrium dynamics change the MF.

We now move to 2d using numerical simulations. As in
the MF, we observe that the correlated noise drives a phase
transition. This is qualitatively shown in Fig. (1) where we
report representative configurations of model A [(a),(b)]
and B [(c),(d)] away from phase transitions at 7 = (0. As one
can see, for increasing values of 7, disordered configura-
tions become unstable so that a phase transition takes place.
To make quantitative progress, we compute the phase
diagram of the model in both cases, model A and model
B. The result is shown in Fig. 1(e). We observe that by
tuning 7 the system undergoes a nonequilibrium phase
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Noise-induced phase separation (NIPS). (a)—(d) Stationary configurations of model A [(a),(b)] and model B [(c),(d)] in a

region of the phase diagram where the equilibrium dynamics leads to a disordered phase [a(7) — a(0) > 0]. Upon increasing = (model
A:7=0.02, 2, model B: 7 = 0.05, 10, from left to right), model A orders and model B develops phase separation. The lattice size is
L =100 (D = 1). (e) Phase diagram for model A and B. The green region indicates where the probability distribution function P[¢] is
double peaked. The dashed magenta line is the one parameter fit to Eq. (4). (f) Rescaled Binder parameter for 7 = 1 with v = 1 and
different system sizes from L = 40 to L = 80 (see legend). (g) Scaling of the susceptibility for z = 1 is consistent with n = 1/4.

transition in a wide region of the phase diagram where the
corresponding equilibrium system is homogeneous. We
compare the numerical results with the theoretical predic-
tion (4) using u as a fitting parameter [this is because u in
(4) is the MF value and not the one renormalized by
fluctuations]. As one can see, the theory reproduces
remarkably well the order-disorder transition in a wide
range of 7 (with ug ~0.1). This is counterintuitive since
Eq. (4) has been obtained within the small-z limit. We can
rationalize this by noticing that ¢ in the Landau theory of
continuous transition is arbitrarily small at the transition so
that the correction to the mass tH{; ~ zug® around the
critical point is small in a wide range of .

To provide an estimate of the critical exponent v of
model A, we now compute the Binder parameter U, =
1 — (¢*)/3(p?)?* for system sizes L = 40, 50, 60, 70, 80,
and 7 = 1 (see [26] for details). As shown in Fig. 1(f), we
observe a good scaling collapse within the Ising univer-
sality class, i.e., v = 1. Measuring the exponent # through
the scaling of the peak of the susceptibility y, we observe
again a value consistent with the Ising universality class
[Fig. 1(g)].

Next, we measure how nonequilibrium fluctuations
modify the phase separation region in model B. We thus
performed numerical simulations for z = 0.1, 1, 10, 40 and
several values of the initial density ¢, = [dx ¢(x,0).
Figure (2) reports the phase-separation region as 7
increases. We observe that not only 7 is the trigger for
the phase separation, but it also quantitatively impacts the
size of the phase-separated region making it larger and
larger for increasing values of 7 (the scaling of the size of
the phase separation region with 7 is shown in [26]).

TRSB—As NIPS is driven by nonequilibrium fluctua-
tions, a natural question is whether the noise is just a trigger
for an equilibriumlike transition. To answer this question
we look at the total entropy production rate S. S has been
the subject of intense studies during the last decades for
rationalizing the thermodynamics of active matter [34—37].
For our purpose, S is a proxy for measuring the breakdown
of time reversal symmetry [36,37]. S is defined as the long-
time behavior of Kullback-Leibler divergence [38]

. Plo] > (5)

with P[¢] indicating the probability of the path ¢(x, r) with
t€ty, T] and Pg[p] the probability of the time-reversed
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FIG. 2. Nonequilibrium dynamics enhances phase separation.
Phase diagrams of model B for different values of 7 (see legend).
The green area indicates the phase separation region (correspond-
ing to 7 = 40) that increases monotonically for increasing values
of 7 (see [26]).
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FIG. 3. Entropy production rate and phase separation. Total
entropy production rate S as a function of the distance from the
transition point, i.e., a.(z) — a, in the case of model B (zr = 1). §
linearly increases in the phase-separated regime (see the blue
dashed line as a guide to the eye). Insets: representative stationary
configuration of the conserved field ¢ and the corresponding
local entropy production rate o.

path @y obtained through the transformation t - 7 — . In
the case of a field theory, S can be written in terms of a
spatial resolved entropy production rate o(x) so that
S = [ dx o(x) where o(x) is a model-dependent composite
operator of the field ¢ [11,16,39]. In the case of model B,
the computation of S brings us to [26]

Tz ~353HLG
_5<¢ 5¢3> ©)

where the angular brackets indicate the averaging over time
performed on a stationary configuration (the presence of
the cutoff A = 2z/¢, with ¢ the lattice spacing, avoids any
ultraviolet divergence). We highlight that the expression we
arrive at is the same obtained earlier for model A [16] and
in the case of active Ornstein-Uhlenbeck particles [21,33].

We employ (6) for computing S in simulations. Figure 3(a)
reports S (r = 1). As an initial condition, we consider a drop
of radius R = 20 (L = 60). We observe that S increases
approaching the transition. As in other nonequilibrium field
theories [40,41], S undergoes a crossover at the transition
where it starts to grow linearly for a decreasing value of a.
Because S is nonzero, despite the phase separation being
equilibriumlike, TRS remains broken.

Another natural question is whether TRSB is accom-
panied by some nonequilibrium pattern formation. We thus
look at the map o(x). In Fig. (3) we display the field
configurations and the corresponding o(x) (see the insets).
In the symmetric phase, ¢ is disordered in space and the
same happens for 6. Once the system phase separates, the
corresponding map of ¢ develops a pattern at the boundary
between the two phases, indicating that most TRSB is
concentrated in that region. This is precisely the kind of
pattern observed in experiments and simulations of active
systems in a model-independent fashion [42]. We can

o(x)
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FIG. 4. Microphase separation. (a)—(c) Phase-separated con-
figurations (z = 0.5, a = —3) for the larger system size L = 240
at different times. (d) Entropy production rate field. (e) Drop area
as a function of time for different system sizes (see legend).
(f) Number of drops in the final configuration as a function of the
system sizes. (g) Relaxation time 7; of microphase as a function
of the system size L (the dashed line power law scaling is a guide
to the eye). (h) Number of drops as a function of the noise
strength D.

rationalize that from (6), noticing that terms proportional
to " V2¢p, with m > 1, that give a contribution to ¢ on the
boundary between the two phases, arise once we replace ¢
by Eq. (1), so that 6 ~ ((uV?@ — ap + ugp® + y)3¢). These
terms are irrelevant in the renormalization group sense [16],
however, similarly to the case of active model B (but
distinct since we do not have any nonequilibrium gradient
term in F’), they contribute to a space-dependent TRSB. In
the case of model A, the order parameter is not conserved
and thus interfaces are suppressed in favor of homogeneous
phases that spontaneously break the ¢ — —¢ symmetry. ¢
might develop anomalous fluctuations around the upper
critical dimensions d. = 4 [12,16], which is far away from
our numerical study.

Microphase separation and coarsening—The nonequi-
librium noise impacts the morphology of the phase sepa-
ration: we observe that, deep in the phase-separated region,
model B develops microphases [43,44], as shown in
Figs. 4(a)-4(c) (L =240, a = -3, and 7 =0.5) where
we report typical configurations at different times for L =
240 [26]. In Fig. 4(d) we show o that signal TRSB along the
edge of each drop. Performing longer simulations
(N, = 1.2 x 107 steps) for several system sizes ranging
from L = 80 up to L = 240 we document a crossover from
microphase separation to coarsening. Figure 4(e) shows
how the area covered by the larger drop A,,,, evolves for

118301-4



PHYSICAL REVIEW LETTERS 133, 118301 (2024)

different system sizes (we wait 2 x 10° steps before
collecting data, 7 = 0.5 and a = —3). The time spent in
configurations with small drops, i.e., the larger drop does
not exceed the 10% of the box area, increases with L. In
other words, after developing microphases, the system
undergoes a coarsening dynamics towards a single large
droplet after decreasing the system sizes. In the thermo-
dynamic limit, the system never reaches the coarsening
regime but remains microphase separated. This is docu-
mented also in Fig. 4(f) where we report the number of
drops in the final configuration. We thus measure the
characteristic lifetime z; of the microphase by fitting to an
exponential decay the number of drops Nggp(f) as a
function of time. The result of this analysis is reported
in Fig. 4(g) for different system sizes L. We obtain that 7,
increases linearly with L. Finally, we explore the effect of
the strength of the noise D [see Fig. 4(h)]. We obtain that
the number of drops increases significantly as D decreases,
as in the case of active model B+ [45].

Discussion—We have shown that scalar field theories in
the MF and 2d undergo a phase transition driven by
nonequilibrium noise and controlled by its persistence
time 7. The phase separation occurs in a region of the
phase diagram where the corresponding equilibrium model
is homogeneous. We showed that the emerging phenom-
enology can be rationalized within a simple MF theory
within the small-z limit. The theory highlights how the
combination of nonlinearities (parametrized by u) and
nonequilibrium noise (parametrized by 7) can trigger the
transition. We computed numerically the critical exponents
that are compatible with the Ising universality class [46].
The numerical computation of S indicates that NIPS breaks
TRS making the phase separation distinct from that of the
equilibrium model. Again, TRSB is due to the combination
of nonlinear interactions and nonequilibrium dynamics:
both ingredients are fundamental and complementary. In
other words, even though the critical point belongs to the
Ising universality class, phase separation is maintained
because of the continuous energy injection on the meso-
scopic scale due to the noise. Because of that, S # 0 for any
arbitrary small value of z. Finally, we observed that most of
the TRSB is concentrated at the boundaries between the
two coexisting phases. It is worth noting that the picture we
obtain is quite similar to that of active model B. On the
other hand, in our model, TRSB is caused by the presence
of nonequilibrium fluctuations that couple with each other
because of nonlinear interactions. We also documented
other features of scalar active matter that usually require
extra nonequilibrium terms in the framework of active
model B, such as microphase separation [45,47—49].

Finally, we observe that time-correlated noise naturally
emerges in the continuum description of active matter. For
instance, the set of continuum equations usually takes the
form 0,p = —V[J — D(p)Vp] with a current J decaying on
a finite timescale, i.e., d,J = —=D,J + --- [9,50-52]. To

perform the linear stability analysis one considers J as a fast
variable so that it can be removed adiabatically J = 0. If we
remove this assumption, V.J acts as an Ornstein-Uhlenbeck
field on p. Our results suggest that, once we include
nonlinear interactions, the Ornstein-Uhlenbeck field desta-
bilizes homogenous profiles, even in the small (but not
vanishing) 7 regime.
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