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On the basis of molecular dynamics simulations of water and ethanol in nanopores, we devise a
methodology to determine the free-energy landscape (FEL) imposed by an interface on an adjoining
liquid directly from the particle trajectories. The methodology merely uses the statistical mechanical
relation between occupancy and energy and, hence, is particularly suitable in complex situations, e.g., for
disordered or rough atomistic interfaces and molecular liquids, as encountered in many biological,
geological, and technological situations. Moreover, we show that the thus-obtained FEL enables a
quantitative understanding of interface effects on liquid dynamics. Specifically, by determining the local
minima and barriers of the FEL and using an Arrhenius-like relation, we reproduce the very strong spatial
variation of the structural relaxation time of water and ethanol across nanopores over a broad temperature
range. We anticipate that the proposed FEL approach is transferable to various other liquids and interfaces.
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Liquids at interfaces are of outstanding importance [1,2].
For instance, water around biomolecules plays a key role
in life’s machinery [3–6]. Moreover, many chemical,
geological, and technological processes involve water at
various kinds of interfaces [6–9]. Further striking examples
include polymer melts in composites and films [10–12]
or ionic liquids in energy conversion and storage devices
[13,14]. In view of this enormous significance, liquids near
molecular, soft, or solid surfaces are intensively researched.
It is well established that thermodynamics, structures,
and dynamics of interfacial liquids and, thus, of severely
confined liquids often strongly deviate from those of the
bulk counterparts [15–20]. Nevertheless, the effects of
interfaces on liquid behaviors remain incompletely under-
stood to this day.
Molecular dynamics (MD) simulations proved to be

very suitable to determine properties of liquids at interfaces
and in confinements. To gain fundamental insights, several
studies [21–26] used simple liquids consisting of, e.g.,
(quasi) hard spheres or dumbbell-shaped molecules,
together with idealized interfaces, like hard smooth walls.
In such situations, altered liquid dynamics near interfaces
were successfully traced back to different “glassy structural
order,” i.e., different interparticle correlations [24].
Alternatively, dynamical and thermodynamical properties
were linked; e.g., intimate relations between diffusion
coefficients and excess entropy or heat capacity were
proposed [21,22,26]. However, it was conceded that such
relations should break down for self-associating or net-
work-forming liquids like water and ethanol [26].

In theoretical works, mode coupling theory [27]
and elastically collective nonlinear Langevin equation
(ECNLE) theory [28–30] were extended to situations at
interfaces or in confinements. The former approach con-
sidered a particular class of confined systems, the
“quenched-annealed” mixtures, and predicted different
types of glass transition scenarios [27]. The latter approach
investigated how mobility changes are nucleated at differ-
ent types of interfaces and propagated into the interior of
the liquid, leading to predictions for the degree, range, and
shape of mobility gradients near interfaces [28–30]. In
particular, ECNLE theory provided a rationale for a double
exponential form frequently observed for the dependence
of the structural relaxation time τ on the distance from the
interface [25,31,32].
Here, we show that a free-energy landscape (FEL)

perspective enables a quantitative understanding of liquid
dynamics at interfaces in chemically realistic situations.
Specifically, we perform MD simulations for water and
ethanol in different types of nanopores with rough solid
walls. In analogy to the calculation of a potential of mean
force (PMF) [33,34], we compute the time-averaged free
energy associated with the interaction between the wall
atoms and a liquid molecule, more precisely, a water or
ethanol oxygen, in dependence on the position within the
pore volume. In other words, we obtain the static FEL
imposed by a solid wall on an adjacent liquid. Further
determining the local minima and characteristic barriers
in this landscape, we successfully predict the very strong
variation of the structural relaxation time τ of both liquids
across the nanopores in a broad temperature range.
In detail, we simulate models of water (TIP4P/2005 [35])
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confinements. The silica confinement is modeled using an
established force field [37]. Following previous works
[32,38,39], it was generated by cutting a cylindrical
pore with a radius of 2 nm out of a bulk silica glass,
which was obtained from cooling an equilibrated silica
melt, and repairing artificially broken bonds by adding
hydroxy groups to unsaturated silicon atoms, which led to
4.9 silanol groups per nm2 on a rough pore wall; see
Supplemental Material (Figs. S1 and S2) [40]. For a
realistic filling, we determined the number of required
water and ethanol molecules by adding liquid reservoirs at
both pore ends and simulating these systems at 300 K and
1 bar until equilibration was complete. The term “neutral”
refers to the situation that confining matrix and confined
liquid consist of the same type of molecules so that the
interactions across the interface do not differ from those
within the liquid [41–45]. We achieve such a situation for
water. For this, we utilize a bulk water system, which
was equilibrated at 300 K and 1 bar, and restrain the
positions of all oxygen atoms at distances larger than 2 nm
from an axis through the center of the simulation box by
additional harmonic potentials with a spring constant of
106 kJ=mol · nm−2, while the interactions of all other
atoms remain unchanged. We determined that, consistent
with previous results [32], the wall effects become slightly
weaker when the spring constant is decreased to
104 kJ=mol · nm−2 and, hence, the stiffness of the pore
wall is reduced, while the following conclusions are not
affected. When performing simulations at various temper-
atures, we keep the volumes of the thus-generated silica and
neutral systems and their particle numbers fixed so as to
ensure identical confinement conditions in all analyses, but
we observe sufficient equilibration periods prior to the
production runs, which have lengths of up to 1 μs, depend-
ing on the temperature. For the MD simulations, we use the
GROMACS [46,47] simulation package (version 2021.6)
and apply periodic boundary conditions. The particle-
mesh-Ewald method [48] is employed to calculate
Coulomb and Lennard-Jones interactions, while temper-
ature and, during equilibration, pressure are set with the
velocity-rescaling thermostat [49] and Parrinello-Rahman
barostat [50]. A time step of 2 fs is used for the simulations
of the silica confinement, while a smaller value of 0.5 fs is
required for the neutral confinement to stabilize temper-
ature in the presence of the additional harmonic potentials.
We start our study by analyzing the spatial variation of

water dynamics across the neutral and silica pores. For this
purpose, we distinguish between water oxygens residing
at various distances R (�0.05 nm) from the pore axis at
the time origin t0 and calculate their respective position-
resolved incoherent scattering functions:

Sqðt;RÞ ¼
�
sin ðqjr⃗iðtþ t0Þ − r⃗iðt0ÞjÞ

qjr⃗iðtþ t0Þ − r⃗iðt0Þj
�

R
: ð1Þ

Here, r⃗iðtÞ are the trajectories of the respective fraction of
oxygens, the pointed brackets h� � �i indicate ensemble
and time (t0) averaging, and q ¼ 22.77 nm−1 ensures that
displacements on a length scale corresponding to the
nearest-neighbor distance and, thus, structural relaxation
are observed. We ensured that the exact value of q is not
critical, but the use of much larger values would enhance
disturbing contributions from vibrational motion, while the
results for much smaller values would report on larger
displacements, which involve a crossing of several barriers
in the FEL determined below, resulting in averaging and
blurring of dynamics-energy relations to be established.
Using the criterion Sqðt ¼ τ;RÞ ¼ e−1, we determine
position-dependent correlation times τðRÞ. Figure 1 shows
these dynamical profiles τðRÞ for water in the neutral and
silica pores and a broad temperature range. The neutral and
silica walls cause strong slowdowns of water dynamics
in their vicinity, in particular, at lower temperatures.
Specifically, the structural relaxation of water is nearly 2
orders of magnitude slower at both pore walls than in the
pore centers and the gradient of τðRÞ extends over ca. 1 nm
below 230 K. These findings are in harmony with previous
results for water in various atomistically rough confine-
ments [32,41–45,51]. In Supplemental Material (Fig. S3)
[40], results from an analogous analysis for ethanol in the
silica pore reveal an even stronger slowdown near the pore
wall. It amounts to almost 3 orders of magnitude at 280 K.
In the following, we relate the observed gradients in

liquid dynamics to the FEL imposed by the wall atoms on
the liquid molecules. Along the lines of PMF studies
[33,34], we first analyze spatial fluctuations in the time-
averaged probability of finding a liquid molecule at a
particular position. To this end, we divide the simulation
box into cubic voxels with a volume of ð0.05 nmÞ3 and
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FIG. 1. Correlation time τ of water dynamics as a function of
the distance R from the pore axis at various temperatures:
(a) neutral pore and (b) silica pore. The points are obtained
from Sqðt ¼ τ;RÞ ¼ e−1, while the lines are fits with the FEL
prediction; see Eq. (5).
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determine their occupancies Nn by a liquid molecule. More
precisely, Nn is the number of configurations in which
voxel n is occupied by any of the liquids’ oxygen atoms
during the simulated trajectory. The chosen voxel size is a
compromise between spatial resolution and statistical
uncertainty, but we determined that our conclusions do
not critically depend on the specific value.
In Fig. 2, we display the occupancies Nn of the voxels in

an exemplary slice through the neutral pore at 240 K. While
the Nn values are similar for voxels in the pore center, the
occupancies show strong spatial fluctuations near the pore
wall. These findings indicate that, in the vicinity of the
fixed wall atoms, translational invariance is broken, and
favored and unfavored positions exist for the water mol-
ecules. For example, the occupancy is high for voxels,
which allow for hydrogen bonds between a water molecule
and a wall atom, while it is low for voxels between such
adsorption sites, in particular, when their distance is small
and excluded volume effects play a role. Accordingly,
further analysis for water in the silica pore reveals a positive
correlation between the preference for a voxel and the
capability for hydrogen bonding at this location; see
Supplemental Material (Fig. S4) [40]. Thus, the occupancy
Nn reflects the time-averaged interaction between a liquid
molecule in voxel n and all wall atoms.
To obtain the FEL associated with the wall-liquid

interactions, we exploit that the ratio of the occupancies
of two voxels m and n, Nm=Nn, is related to the difference
of the free energy in these regions, Em − En [33,34]:

Em − En ¼ −kBT ln ðNm=NnÞ: ð2Þ

This knowledge about the free-energy differences allows us
to determine the local minima in the landscape. Explicitly,
we identify the voxels nmin, which have smaller free
energies Emin

n than all of the 26 surrounding voxels.

Having localized the local FEL minima, we extract char-
acteristic values of their depth depending on their position
within the pore. Specifically, for all local minima, we
calculate the mean difference ΔεðrÞ between the energies
Em of all voxels m located at a distance r from the
respective nmin and Emin

n (see Fig. 2). Then, we average
the ΔεðrÞ results of all local minima nmin at a distance R
from the pore axis. Strictly speaking, we calculate

Δεðr;RÞ ¼ hhEm − Emin
n im@rinmin@R: ð3Þ

Here, the distances r and R are calculated based on the
positions of the voxel centers, h� � �im@r indicates the
average over all voxels m at distance r (�0.025 nm) from
voxel nmin, and h� � �inmin@R means the average over all
voxels nmin at distance R (�0.05 nm) from the pore axis.
Figure 3(a) shows the mean energy differences Δεðr;RÞ

obtained for water in the neutral pore at 220 K. In the pore
center (R < 1 nm), ΔεðrÞ is small and reflects essentially
statistical fluctuations. When moving radially outward,
the energy differences increase, indicating that the FEL
becomes rougher. At the pore wall (R → 2 nm), ΔεðrÞ is
maximum at r ≈ 0.16 nm, which is slightly larger than
half the oxygen-oxygen nearest-neighbor distance in liquid
water. This finding implies that

εBðRÞ≡ Δεðr ¼ 0.16 nm;RÞ ð4Þ

can be considered as the typical height of the energy
barriers between FEL minima. In Supplemental Material
(Fig. S5) [40], an analogous analyses for water in the silica
pore yields qualitatively similar results for Δεðr;RÞ.
In Fig. 3(b), we display the energy barriers εBðRÞ for

water in the neutral pore at various temperatures. We find
that the energy barriers are small and constant in the pore

FIG. 2. Occupancies Nn of voxels in an exemplary slice
through the neutral pore at 240 K. More frequently occupied
voxels are drawn darker. The meaning of the distances R and r is
illustrated for the red-colored voxel, which represents a local
maximum of the occupancy and, thus, a local minimum of the
energy.
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FIG. 3. Characterization of the FEL in the neutral pore.
(a) Mean energy difference Δε with respect to a minimum at a
distance r for the indicated locations R at 220 K. The arrows mark
the position of the energy barriers; see Eq. (4). (b) Energy barriers
εB as a function of the distance R from the pore axis at the
indicated temperatures. The lines are exemplary exponential fits;
see Supplemental Material [40].
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center but increase approximately exponentially when
approaching the pore wall, where they reach notable values
of εB ∼ 1000 K. While the constant value in the pore center
is a result of remaining statistical uncertainty, the expo-
nential dependence of the energy barriers on the distance
from the interface, which is more clearly seen in a
semilogarithmic representation in Supplemental Material
(Fig. S6) [40], is consistent with arguments on the basis
of ECNLE theory [28–30]. Moreover, when we assume
thermally activated motion, such variation of εB across the
pore provides a rationale for the observed double expo-
nential distance dependence of the structural relaxation
time τ [25,31,32]. We expect that our analyses at various
temperatures do not produce identical results for εBðRÞ
because, at lower temperatures, the atoms show lower
mobility and the hydrogen-bond network has higher
tetrahedral order so that the FEL is less smeared by thermal
motion and effects generated at the interface are more
effectively passed between various “water layers” near the
wall. In Supplemental Material [40], we show that, differ-
ent from our findings for the neutral pore, εBðRÞ does not
show an exponential distance dependence for water and
ethanol in the silica pore (Figs. S7 and S8). We attribute this
difference to the fact that, unlike near neutral walls, the
hydrogen-bond networks and, thus, liquid-liquid inter-
actions are strongly altered near silica walls (see below).
To finally relate energetics and dynamics, we assume

that an underlying static energy landscape impedes typical
liquidlike molecular rearrangements, e.g., small displace-
ments, which facilitate or accommodate structural relaxa-
tion events like cage escape. In this way, it causes slower
and more jumplike dynamics. Based on these arguments,
we propose that energy barriers, corrected for their stat-
istical value in the pore center, and dynamical profiles are
related in an Arrhenius-type fashion:

τðR; TÞ
τðR → 0; TÞ ¼ exp

�½εBðRÞ − εBðR → 0Þ�sðTÞ
kBT

�
: ð5Þ

Here, sðTÞ is a fit parameter, which scales the energy
barriers, if required, as discussed below. Revisiting Fig. 1,
we observe that all dynamical profiles τðRÞ of confined
water are well described when using εBðRÞ in Eq. (5). In
particular, the different curvature of τðRÞ in the immediate
vicinity of neutral and silica walls is reproduced. In
Supplemental Material (Fig. S3) [40], it is shown that
the even stronger mobility gradient of ethanol in the silica
pore is also attributable to the wall-imposed FEL.
The scaling factors sðTÞ obtained from these fits for

water in the neutral and silica pores are shown in Fig. 4(a).
For the neutral pore at 230–270 K, the analysis yields
s > 0.9, and, hence, the strong slowdown of water dynam-
ics upon approaching the interface can be understood
almost completely based on the energy barriers εBðRÞ.
Above 270 K, the value of s decreases with increasing

temperature, implying that the energy barriers and activated
motion become less relevant. Below 230 K, the tetrahedral
order of the liquid increases when the second critical point
(Tc ¼ 193 K [52]) of the water model is approached, while
that of the wall remains unaltered and, hence, the wall
becomes “non-neutral,” approaching the situation for the
silica pore. For the latter, the scaling factor amounts to
s ≈ 0.8 at T ≤ 270 K. To rationalize this smaller value, we
need to consider that water dynamics are also affected by
distortions in the hydrogen-bond network. Figure 4(b)
shows the mean number of hydrogen bonds of a water
molecule at a distance R from the axis of the neutral and
silica pores at 250 K. The number of hydrogen bonds is
hardly altered near the neutral wall, whereas it strongly
decreases near the silica wall. The undisturbed hydrogen-
bond network goes along with s → 1 in the neutral pore at
∼250 K. The distorted water structure at the silica wall
would lead to faster water dynamics if this was the only
interface effect. However, this speedup is overcompensated
by the slowdown described by Eq. (5). Thus, the counter-
acting effect of the distorted water structure weakens the
effect of the FEL, which manifests itself in a downscaling
of the barrier heights. Therefore, we speculate that the
scaling factor s can be taken as a measure to which degree
liquid structures are distorted (s < 1) or strengthened
(s > 1) at interfaces. This information is difficult to obtain
otherwise, because common structure identifiers are trivi-
ally altered by the mere fact that the number of neighbors is
reduced due to excluded volume caused by the wall.
In summary, we devised a methodology to determine the

FEL imposed by an interface on an adjoining liquid from
an MD simulation trajectory. The methodology does not
involve an explicit calculation of interaction energies but
uses the statistical mechanical relation between occupancy
and energy, and, hence, it is not limited to simple situations
where energy calculations are straightforward. Rather, it

240 270 300 330
T in K

0.2

0.4

0.6

0.8

1.0

s(
T)

neutral
silica

0.5 1.0 1.5 2.0
R in nm

2

3

4

H
 b

on
ds

neutral
silica

)b()a(

FIG. 4. (a) Scaling factor sðTÞ of the energy barriers εBðRÞ
obtained from fitting τðR; TÞ of the neutral and silica pores with
Eq. (5). (b) Mean number of hydrogen bonds of a water molecule
at a distance R from the pore axis at 250 K. In this analysis, the
hydrogen bonds were identified on the basis of the widely used
geometrical criterion [53,54].
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allows one to consider the effects of disordered and rough
atomistic interfaces on molecular liquids, which are highly
relevant in many biological, geological, and technological
situations. Beyond that, we showed that the thus-
determined FEL enables a quantitative understanding of
interface effects on liquid dynamics. Specifically, deter-
mining the local minima and barriers of the FEL and using
an Arrhenius-like relation, we reproduced the spatial
variation of the structural relaxation time in nanopores.
We anticipate that the proposed approach is transferable to
further liquids and confinements. In the special case of soft
interfaces, we expect it to work on timescales between
those of the faster structural relaxation of the liquid and the
slower structural reorganization of the wall.
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