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The recent discovery of superconductivity in La3Ni2O7 with Tc ≃ 80 K under high pressure opens up a
new route to high-Tc superconductivity. This material realizes a bilayer square lattice model featuring a
strong interlayer hybridization unlike many unconventional superconductors. A key question in this regard
concerns how electronic correlations driven by the interlayer hybridization affect the low-energy electronic
structure and the concomitant superconductivity. Here, we demonstrate using a cluster dynamical mean-
field theory that the interlayer electronic correlations (IECs) induce a Lifshitz transition resulting in a
change of Fermi surface topology. By solving an appropriate gap equation, we further show that the leading
pairing instability, s� wave, is enhanced by the IECs. The underlying mechanism is the quenching of a
strong ferromagnetic channel, resulting from the Lifshitz transition driven by the IECs. Based on this
picture, we provide a possible reason of why superconductivity emerges only under high pressure.
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The recent discovery of superconductivity in bilayer
nickelate La3Ni2O7 under high pressure [Fig. 1(a)] heralds
a new class of high-Tc superconductors [1]. Without
doping, this material exhibits superconductivity under
pressure exceeding 14 GPa with maximal critical temper-
ature of Tc ≃ 80 K [1–5]. A notable feature in La3Ni2O7 is
a multiorbital nature of low-lying states already at the level
of density functional theory (DFT) [1,6–20] [Fig. 1(b)].
Namely, three electrons per unit cell are distributed over Ni-
eg orbitals in the top and bottom square-planar lattices,
whereas Ni-t2g orbitals are fully occupied, thereby inactive
for the low-energy physics. The two layers are coupled
dominantly via interlayer nearest-neighbor hopping (or
hybridization) between Ni-dz2 orbitals (tz⊥ ≃ −0.63 eV)
[6,8,13]. The hopping between Ni-dx2−y2 is much smaller
(jtx⊥j < 0.05 eV) [6,8]. Most importantly, tz⊥ is deemed to
be crucial for the noninteracting Fermi surface (FS) top-
ology and theories of superconductivity in La3Ni2O7

[12,13,16,18,19,21–29].
In this respect, an important open question concerns how

interlayer electronic correlations (IECs) driven by tx=z⊥
modify the low-energy electronic structure and how they
affect superconductivity. Since tz⊥ is the largest among all
the hopping amplitudes [6,8], one can identify the inter-
layer nearest-neighbor electronic correlations in the Ni-dz2
states as the leading “nonlocal” correlations.
In this Letter, we employ a cluster (cellular) dynamical

mean-field theory (CDMFT) [31–33] to address nonper-
turbatively the nonlocal as well as the local electronic

correlations within the two-site clusters (dimers) of the
bilayer square lattice model for La3Ni2O7 [Fig. 1(a)]. One
of the key findings of our study is a Lifshitz transition
resulting in a change of the FS topology which does not
occur when only local correlations are taken into account.

FIG. 1. (a) Left: Crystal structure of La3Ni2O7 under high
pressure drawn using VESTA [30]. Right: The bilayer square
lattice model for La3Ni2O7. Dimers consisting of top and bottom
layer Ni sites (blue circles) coupled via tx=z⊥ are highlighted with
red-dotted ovals. (b) Left: MLWF bands of the DFT electronic
structure. The color bar indicates the orbital character. Right:
Sketch of the formation of four BA orbitals within the dimer
consisting of the Ni-eg orbitals in the top and bottom layers.
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By solving an appropriate gap equation, we show that the
IECs promote s�-wave pairing. The underlying mecha-
nism is the quenching of ferromagnetic (FM) fluctuations
resulting from the Lifshitz transition due to IECs. Based on
this picture, we provide a possible reason of why super-
conductivity emerges only under high pressure.
We consider a Hamiltonian on the bilayer square lattice:

H ¼ H0 þHint. Here, H0 is a tight-binding term for the
Ni-eg subspace describing the band structure for which we
use the maximally localized Wannier function (MLWF)
description for the DFT result of La3Ni2O7 under high
pressure (29.5 GPa) [8] [Fig. 1(b)]. Hint is the local
interaction term between Ni-eg orbital electrons on the
same Ni site, and is given by the standard Kanamori form
consisting of U (intraorbital Coulomb interaction), J
(Hund’s coupling), and U0 (interorbital Coulomb interac-
tion; U0 ¼ U − 2J). We use U ¼ 3.7, J ¼ 0.6, and U0 ¼
2.5 eV by taking ab initio estimates for the eg MLWF
model [34]. See Supplemental Material for more informa-
tion [35].
The impurity problem is solved using the hybridization-

expansion continuous-time quantum Monte Carlo method
[36,70]. We investigate the system at a temperature of T ¼
1=145 eV ≃ 80 K corresponding to the maximum exper-
imental Tc [1]. To mitigate the Monte Carlo sign problem
resulting from the large interlayer hybridization in CDMFT,
we solve the model in a bonding–antibonding (BA) basis
defined as the þ or − combinations of the top and bottom
layer eg orbitals:

jd̃iη�σi ¼ ðjdiη̄σi � jdiησiÞ=
ffiffiffi
2

p
: ð1Þ

Here, ket symbols indicate the corresponding Wannier
states with site index i for the bilayer square lattice and
spin σ ∈ f↑;↓g. η̄ and η represent Ni-eg orbitals
(η∈ fx2 − y2; z2g) in the top and bottom layers, respec-
tively. Hereafter x2 − y2 is denoted by x and z2 by z. Site
and spin indices are omitted unless needed. In this BA basis
the CDMFT self-energy becomes orbital diagonal and
momentum independent, so our CDMFT is equivalent to
“four-orbital single-site DMFT.” The interlayer hopping tη⊥
between eg orbitals jdη̄i and jdηi turns into a hybridi-

zation gap of 2jtη⊥j between BA orbitals jd̃ηþi and jd̃η−i.
Thus a small (large) splitting is realized for η ¼ x (η ¼ z)
[schematically shown in the right panel of Fig. 1(b)].
We first investigate how interlayer correlations affect the

low-energy electronic structure by contrasting DMFT (in
which all the interlayer correlations are neglected [71]) and
CDMFT results for the same model. Note that, in a
reasonable range around the ab initio interaction parame-
ters, neither a Mott transition nor a bad metal behavior
emerges within our calculations [35], which is in line with
experiments [1–4].

Figure 2 presents the FSs obtained within DMFT and
CDMFT. We find from DMFT that the local correlations
alone do not affect the FS topology [Fig. 2(a)]. The size and
the shape of three FS pockets obtained from DFT, namely
α, β, and γ pockets, remain intact. This result is consistent
with previous DFTþ DMFT studies [7,9,24].
The IECs, however, significantly modify this picture

[Fig. 2(b)]. While the α pocket remains nearly unchanged,
the β and the γ pockets are largely affected by IECs. The β
pocket becomes more diamond shaped with spectral weight
at the first Brillouin zone (FBZ) boundary being shifted
toward the X point. We also find redistribution of electron
occupations in favor of half-filled z̄ and z orbitals with
hnz̄i ¼ hnzi ≃ 0.93 compared to the DMFT value of 0.85.
Most interestingly, the γ pocket disappears which results in
a Lifshitz transition of the FS. Looking at the orbital
character of the FS [Fig. 2(c)] reveals that x− and z− (for the
β pocket around X point) and zþ (for the γ pocket around
the M point) BA orbitals underlie the FS modification.
More information can be obtained from the momentum-

dependent CDMFT spectral function [Fig. 2(d)]. Near the

FIG. 2. (a) FSs obtained from the MLWF model of the DFT
band structure (white lines) and DMFT (color map). (b) FS from
CDMFT. The FSs of DMFT and CDMFT in (a) and (b) are
approximated via −

P
lm δlmℑGlmðk; iω0Þ, where l; m∈

fxþ; zþ; x−; z−g. (c) The orbital character of the CDMFT FS.
(d) The momentum-dependent spectral function obtained from
CDMFT using the maximum entropy method [72,73] (color
map). The white solid lines indicate the DFT bands. The Fermi
level is at ω ¼ 0. (e) The real part of the CDMFT self-energy on
the Matsubara frequency axis.
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X point, the second lowest band moves upward such that x−
and z− states get closer to the Fermi level. The flat zþ
character at theM point, on the other hand, sinks below the
Fermi level, leading to the disappearance of the γ pocket.
To further pinpoint the microscopic role of IECs, we

investigate the CDMFT self-energy ΣlðiωnÞ, where ωn ¼
ð2nþ 1Þπ=T is the fermionic Matsubara frequency with n
being integer and l∈ fxþ; zþ; x−; z−g. Without IECs,
Σxþ=zþðiωnÞ ¼ Σx−=z−ðiωnÞ, so IECs are manifested by a
difference of the self-energies between the BA orbitals. We
first find that ΣxþðiωnÞ ≃ Σx−ðiωnÞ over the entire fre-
quency range due to small tx⊥ resulting in negligible IECs.
In contrast to the x� components, large tz⊥ gives rise to

strong IECs in the z� components. We investigate the real
part ℜΣlðiωnÞ which modifies the on-site energy level of
the orbital l; see Fig. 2(e). See Supplemental Material for
the imaginary part [35]. We note first that the Hartree-Fock
self-energy, ℜΣlðiω∞Þ, does not modify the FS topology
because ℜΣx�ðiω∞Þ −ℜΣz�ðiω∞Þ is only about 0.1 eV
and ℜΣxþ=zþðiω∞Þ ¼ ℜΣx−=z−ðiω∞Þ.
In a low-frequency regime (ωn ≪ 10 eV), however,

ℜΣzþðiωnÞ is smaller and ℜΣz−ðiωnÞ is larger than the
value at infinite frequency. This, in turn, shifts effectively
the onsite energy levels of z� upward (z−) and downward
(zþ) with respect to their DFT counterparts, thereby
enhancing the hybridization gap. In fact, this low-energy
behavior is the origin of the shifts of spectral weight and
concomitant FS change seen in Fig. 2(b). Near the X point
z− has substantial weight in the β pocket of the non-
interacting FS. Thus the large upturn of ℜΣz−ðiωnÞ as
ωn → 0 makes an upward shift in energy near the X point,
leading to the change of the β pocket in CDMFT; see also
Supplemental Material [35]. The physics here bears a close
resemblance to that of VO2 in which intersite correlations
within dimers promote intradimer singlets with an
enhanced hybridization gap [74–76].
Having analyzed the effects of IECs on the electronic

structure, we below investigate how they affect super-
conductivity. In light of the reported signatures of a spin
density wave (SDW) in La3Ni2O7 at ambient pressure
[37,38,77–82], it may be natural to consider spin-
fluctuation-mediated pairing.
A phase transition to the superconducting state occurs

when the corresponding pairing susceptibility diverges,
which requires numerical evaluation of the pairing vertex
Γs=t for singlet (s) or triplet (t) Cooper pairs [39,40] (bold
symbols will be used to denote vectors and matrices). The
spin and charge susceptibilities (χ sp=ch) and the related
irreducible vertices (Γsp=ch) contribute to Γs=t. Calculating
frequency- and momentum-dependent Γsp=ch and χ sp=ch,
however, is highly nontrivial for multiorbital systems. We
thus follow an idea previously employed to study cuprates,
ruthenates, and iron-based superconductors [41–44].
Namely, Γsp=ch are parametrized by effective intraorbital

Coulomb interaction Ū and Hund’s coupling J̄, i.e.,
Γsp=ch → Γ̄sp=chðŪ; J̄Þ (we assume the interorbital value
Ū0 ¼ Ū − 2J̄). The effective vertices Γ̄sp=chðŪ; J̄Þ are in-
dependent of frequency and momentum, see Supplemental
Material [35]. This leads to the gap equation

λscΔlmðkÞ ¼ −
T
2N

X

q;l1l2m1m2

Γs=t
ll1m1m

ðqÞ

×Gl1l2ðk − qÞGm1m2
ðq − kÞΔl2m2

ðk − qÞ; ð2Þ

where λsc is the eigenvalue, GðkÞ the (C)DMFT Green’s
function, and ΔðkÞ the gap function. k≡ ðk; iωnÞ and q≡
ðq; iνnÞ with k and q being the crystal momentum and νn ¼
2nπ=T the bosonic Matsubara frequency. N indicates the
number of k-points in the FBZ. Γs=t

lm1l1m
ðq ¼ k − k0Þ

describe the particle-particle scattering of electrons in
orbitals ðl; mÞ with four-momenta ðk;−kÞ to ðl1; m1Þ with
ðk0;−k0Þ. The transition to the superconducting state is
indicated by the maximum eigenvalue λsc reaching unity.
Since Γ̄sp=chðŪ; J̄Þ are more sparse in the original eg basis
than the BA basis, so are the resulting χ sp=ch and Γs=t. We
therefore discuss χ sp=ch and Γs=t in the eg picture.
We find the predominance of singlet over triplet pairings

arising from antiferromagnetic (AFM) fluctuations.
Figure 3(a) presents the resulting superconducting phase
diagram for the leading singlet channel. Since we cannot
pinpoint the precise magnitude of Ū and J̄, we scan a range
of values. The vertical axis is given by the Stoner enhance-
ment factor αsp, which indicates the maximum eigenvalue
of Γ̄spðŪ; J̄Þχ 0ðq; iν0Þ and gauges the proximity to a
magnetic instability. Here, χ 0 is the irreducible susceptibil-
ity, χ0lml0m0 ðqÞ ¼ −ðT=NÞPk Gll0 ðkþ qÞGm0mðkÞ, which is
the lowest-order term of the spin susceptibility,
χ sp ¼ χ 0½1 − Γ̄spðŪ; J̄Þχ 0�−1. Thus, αsp is determined
entirely from Ū and J̄, provided χ 0ðq; iν0Þ is given [35].
For both DMFT and CDMFT cases, the leading pairing
symmetry in the eg-orbital basis is always the intraorbital s-
wave and interorbital dx2−y2-wave pairing; see the inset of
Fig. 3(a). Projecting to the noninteracting FS, this pairing
corresponds to the s� wave where the gap changes sign
between the neighboring FS pockets [35]. This leading
pairing symmetry is in line with many previous studies
[8,12,13,18,21–23,25]. The qualitative features of the gap
functions remain unchanged over the entire parameter
range while Q [the crystal momentum at which the
maximum eigenvalue of Γ̄spðŪ; J̄Þχ 0ðq; iν0Þ emerges]
changes from Q ¼ ðπ; 0Þ for J̄=Ū ⪅ 0.06 to an incom-
mensurate wave vector around the M point for J̄=Ū⪆0.06
for both DMFTand CDMFTas highlighted in Fig. 3(b); see
Supplemental Material for the details [35].
The most notable feature of the phase diagram presented

in Fig. 3(a) is the enhanced superconducting instabilities in
CDMFT compared to DMFT. This result is quite surprising
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because the γ pocket which disappears by IECs within our
CDMFT calculation has been argued to drive the spin-
fluctuation-mediated superconductivity throughout the lit-
erature [9,13,16,18,21]. It thus raises the question: What is
the role of the γ pocket in the pairing?
We first find that the γ pocket has a “Janus-faced” role: It

hosts both obstructive and supportive magnetic fluctuations
for the singlet pairing. This can be, in fact, traced back to
the behavior of χ0lmlmðq; iν0Þ by investigating the ðl; mÞ ¼
ðzþ; zþÞ and ðzþ; z−Þ components of the DMFT calculation
in Fig. 3(b). While the γ pocket allows for small-q particle-
hole excitations resulting in the q ¼ ð0; 0Þ interlayer FM
χ0zþzþzþzþðq; iν0Þ, the q ¼ ðπ; 0Þ nesting between the γ and β
pocket gives rise to AFM χ0zþz−zþz−ðq; iν0Þ. Thus, the γ
pocket promotes two different competing (i.e., FM vs
AFM) magnetic channels. Importantly, however, the FM
χ0zþzþzþzþðq; iν0Þ predominates in DMFT as clearly shown
in the left panel of Fig. 3(b).
The disappearance of the γ pocket from the FSdue to IECs

within CDMFT results in the suppression of both channels,
especially the χ0zþzþzþzþ component involving solely the γ
pocket [Fig. 3(b)]. This change is more apparent from the
sign of the pairing interaction. In the singlet channel, the FM
fluctuation is directly manifested by a repulsive (rather
than attractive) interaction Γs

z̄ z̄ z zðq ¼ 0Þ [upper panel of
Fig. 3(c)], which hinders the singlet Cooper pairing between
z̄ and z orbitals. Quenching of the FM χ0zþzþzþzþ as in
CDMFT yields the attractive pairing interaction Γs

z̄ z̄ z z over
the entire FBZ; see Fig. 3(c). Hence, the enhanced pairing
tendency in CDMFT is mainly attributed to the suppression
of this FM channel upon undergoing the Lifshitz transition.
To further corroborate this argument, we analyze how

the DMFT superconducting instabilities are affected by the
FM fluctuation by introducing a scaling factor ζ for

χ0zþzþzþzþðqÞ. Namely, χ0zþzþzþzþðqÞ is rescaled to
ζχ0zþzþzþzþðqÞ before constructing χ sp=ch and Γs. Indeed,
as shown in the lower panel of Fig. 3(c), the interlayer FM
spin susceptibility χspz̄ z̄ z zðq ¼ 0Þ turns AFM with decreas-
ing ζ followed by an attractive pairing interaction
Γs
z̄ z̄ z zðq ¼ 0Þ and an increase of λsc. See Supplemental

Material for additional data [35]. Note also that since the γ
pocket is the only FS pocket dispersive along the kz
direction [19], the disappearance of the γ pocket by
IECs makes La3Ni2O7 effectively two dimensional.
We now turn to the question of “Why does super-

conductivity emerge only in the high-pressure phase?” A
useful insight is obtained from a recent experiment which
reports that pressure mainly shrinks the out-of-plane Ni─O
bond length while the in-plane one is weakly affected [45].
Thus, the main effect of pressure can be addressed with the
change of tz⊥ which is sensitive to the out-of-plane Ni-O
bond length. Since tz⊥ ≃ −0.63 eV at 29.5 GPa under which
superconductivity emerges [6,8,13], a smaller magnitude of
tz⊥ should correspond to the lower pressure case. In light of
this observation, we investigate two “low pressure” cases,
namely, tz⊥ ¼ −0.45 and tz⊥ ¼ −0.55 eV, using CDMFT.
In Fig. 4(a), we find that large χ0zþzþzþzþðq; iν0Þ emerges

for the two low-pressure cases, in sharp contrast to the high-
pressure result (tz⊥ ≃ −0.63 eV), which we have already
noticed in Fig. 3. Interestingly, this result provides a
plausible scenario of why La3Ni2O7 is not superconducting
in the low-pressure phase because FM χ0zþzþzþzþðq; iν0Þ
obstructs the singlet pairing as detailed above. While the γ
pocket gives rise to strong FM fluctuations, the actual
magnetic transition occurs at a finite q as shown in Fig. 4(b)
which presents the maximum eigenvalue of the spin
susceptibility at each q, χspmaxðq; iν0Þ, for tz⊥ ¼ −0.45 eV.
χspmaxðq; iν0Þ shows a peak at q ¼ QSDW which is different

FIG. 3. (a) Superconducting phase diagram in the αsp–J̄=Ū space at T ¼ 1=145 eV ≃ 80 K. The superconductivity sets in (i.e.,
λsc ≥ 1) in the regions above the dashed lines; blue for the DMFT and red for the CDMFT. Inset: the CDMFT gap functions in the FBZ
for the parameter set marked by the yellow star which corresponds to αsp ¼ 0.95 and J̄=Ū ¼ 0.2. (b) The irreducible susceptibilities at
the lowest bosonic frequency χ0lmlmðq; iν0Þ calculated using DMFT (left) and CDMFT (right) Green’s functions. Q and the associated
χ 0ðq; iν0Þ components are highlighted with colored arrows. (c) Upper panel: the spin-singlet pairing interaction Γs

z̄ z̄ z zðq; iν0Þ between
top and bottom layer z orbitals in the FBZ. Lower panel: χspz̄ z̄ z zðq ¼ 0Þ, Γs

z̄ z̄ z zðq ¼ 0Þ, and λsc (inset) as a function of scaling factor ζ for
DMFT χ0zþzþzþzþðqÞ. αsp ¼ 0.95 and J̄=Ū ¼ 0.2 for both panels.
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from but close to the SDWwave vectorQexp
SDW ¼ ð0.5; 0.5Þπ

reported by experiments [37,38]. See Supplemental
Material for further discussion [35].
To trace the origin of the difference between the two low-

pressure cases and the high-pressure (tz⊥ ≃ −0.63 eV) case,
we investigate the CDMFT FSs [lower panels in Fig. 4(c)].
The strength of IECs is controlled by jtz⊥j, so the shape of
the β and the γ pockets in CDMFT FS is basically the same
as the DMFT FS for the smallest jtz⊥j (tz⊥ ¼ −0.45 eV). As
jtz⊥j increases, however, the γ pocket gets suppressed in
CDMFT which is consistent with the evolution of
χ0zþzþzþzþðq; iν0Þ presented in Fig. 4(a); see Supplemental
Material for further discussion on the microscopic origin,
especially on the change of the β pocket [35]. At
tz⊥ ≃ −0.63 eV, the FS that we have already seen in
Fig. 2(b) is realized. In contrast, the FS is almost unaffected
by tz⊥ in DMFT. Hence, it can be seen that the concerted
effect of pressure (as modeled via tz⊥) and IECs induces the
Lifshitz transition. This transition quenches the FM channel
resulting in an enhancement of the singlet pairing mediated
by AFM fluctuations.
We finally discuss implications of the above pressure-

induced FS change for the available experimental data.
Since the SDW is known to emerge in the ambient-pressure
phase [37,38,77–82], direct comparison of our FS for small
jtz⊥j with experimental FS obtained from angle-resolved
photoemission spectroscopy under ambient pressure [46]
may be misleading. Also, considering that there is a
discrepancy as to whether or not the γ pocket crosses
the Fermi level in La4Ni3O10 even between experiments
[47,48], the same issue may also pertain to La3Ni2O7.
Further study is required. Rather, a tantalizing signature of
the Lifshitz transition of FS is seen in the pressure
dependence of Hall coefficient (RH) [3,83]. While the sign
of RH is positive for the entire pressure range, a drop of RH

occurs near ∼10 GPa followed by the emergence of
superconductivity [3,83]. Since the γ pocket is a holelike
FS [Fig. 2(d)] and is destructive for pairing, the drop of RH
and the emergence of superconductivity is quite naturally
explained from our Lifshitz transition scenario.
To conclude, we have demonstrated that IECs play a

critical role in La3Ni2O7 by inducing a Lifshitz transition.
The superconducting instability is found to be enhanced by
this transition due to the quenching of the FM fluctuation,
which may also explain why superconductivity emerges
only under high pressure.
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orange arrow.
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