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We entangle two cotrapped atomic barium ion qubits by collecting single visible photons from each ion
through in vacuo 0.8 NA objectives, interfering them through an integrated fiber beam splitter and detecting
them in coincidence. This projects the qubits into an entangled Bell state with an observed fidelity lower
bound of F > 94%. We also introduce an ytterbium ion for sympathetic cooling to remove the need for
recooling interruptions and achieve a continuous entanglement rate of 250 s−1.
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Photonic interconnects between quantum processing
nodes may be the only way to achieve large-scale quantum
computers, and such an architecture has been proposed for
the leading qubit platforms [1–4]. Using these connections
to distribute remote entanglement between computing
modules with high rates and near-unit fidelity should
enable universal and fully connected control over a sub-
stantially larger Hilbert space, greatly increasing the
collective power of the quantum processors [5–7].
Interconnects between quantum memories, even without
multiqubit universal control, also offer diverse opportuni-
ties in quantum sensing [8,9], communication [10], and
quantum simulation.
Trapped ions are attractive candidates for both quantum

computing and networking due to their natural homo-
geneity, isolation from their environment, and indefinite
idle coherence times [11]. These advantages, along with
decades of technological development, have led to dem-
onstrations of the highest-fidelity state preparation and
measurement [12] and coherent operations [13–15], all
performed in small systems of just one or two ions. Low
errors have also been achieved in medium-sized chains
[16,17], with limits due to weaker trap confinement and
resulting motional mode-crowding and crosstalk concerns.
Alternatively, smaller ion chains can be shuttled between
interaction zones [18,19], but transport already dominates

the time budget of current systems with up to 32
qubits [20].
Photonic interconnects can avoid the overhead associ-

ated with controlling larger chains and finite shuttling
speeds, but they rely on probabilistic excitation and photon
emission protocols and photon collection efficiencies that
have thus far been limited to a few percent. The current
state-of-the-art photon-mediated entangling rate between
trapped ion qubits is 182 s−1 [21], on par with the mean
entanglement rate in shuttling architectures [20] but much
slower than typical local entangling rates of 10–100 kHz
[22,23]. This demonstration was mainly limited by a
success probability of 2.18 × 10−4 in each attempt [21]
where the leading inefficiency is the use of 0.6 numerical
aperture (NA) objectives that only collect 10% of the
photons from each ion. A higher success probability of
2.9 × 10−4 has been achieved by surrounding ions with
optical cavities, but the requirement of a much lower
attempt rate led to a success rate of just 0.43 s−1 [24].
In these experiments, the attempt rate is limited by
initialization steps, including periodic interruptions to
recool the ions, as heating from photon recoil can reduce
the collection efficiency and cause state measurement
errors [25].
In this Letter, we utilize two 0.8 NA objectives to

demonstrate photon-mediated entanglement between
138Baþ ions with a success probability of 2.4ð1Þ × 10−4

and a fidelity F ≥ 93.7ð1.3Þ%. Then, we introduce 171Ybþ
as a sympathetic coolant to achieve an uninterrupted
attempt rate of 1 MHz and an ion-ion qubit entanglement
rate of 250ð8Þ s−1. We choose to work with 138Baþ because
it offers the longest-wavelength S − P dipole transition of
the commonly trapped ion species at 493 nm and is similar
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in mass to 171Ybþ, a well-established species for quantum
computing [16,17,20]. Photons at 493 nm can also be
converted to telecom wavelengths for long-distance net-
working [26].
We begin by trapping two 138Baþ ions in a four-rod rf

Paul trap and Doppler-cooling them with 493 and 650 nm
light. Two 0.8 NA in vacuo objectives collect the ion
fluorescence with each lens aligned to a different ion and
< 10−5 crosstalk after coupling into single-mode optical
fibers [see Fig. 1(a)]. The trapping and imaging systems are
described in more detail in Ref. [27]. The fiber positions are
optimized for maximum coupling before each measure-
ment and are typically stable across multiple hours.
To generate entanglement between each ion and its

emitted photon, we begin by optically pumping each
138Baþ ion to j↓i≡ jS1=2; mJ ¼ −1=2i and then exciting
to jP1=2; mJ ¼ þ1=2i with near-unit probability using a
3 ps pulse of σþ 493 nm light produced by a frequency-
doubled mode-locked Ti:Sapphire laser [29,30]. When the
ion returns to the S1=2 state after spontaneous emission
(lifetime ∼8 ns), it can decay to either j↓i or j↑i≡ jS1=2;
mJ ¼ þ1=2i, correlated with the photon polarization.
When a 493 nm photon is collected perpendicular to the
magnetic field axis and coupled into a single-mode fiber,
the photon and its parent ion are projected to the state

jHij↓i þ jVij↑i
ffiffiffi

2
p ; ð1Þ

where jHi and jVi represent orthogonal polarizations. The
static phase of the above superposition is set to zero for
convenience and without loss of generality.
If a single photon is detected during the 50 ns photon

detection window after excitation, we proceed to state
analysis and detection. Otherwise, we either repeat the
attempt or break for 100 μs of Doppler cooling after 50
successive attempts, for a duty cycle of 33%. Each attempt
takes 1 μs, dominated by acousto-optic modulator latency
and state preparation, and has independent single-photon
success probabilities of ηA ¼ 2.3ð1Þ% and ηB ¼ 2.2ð1Þ%
[30] through each of the two ion imaging systems (hereafter
labeled A and B). The full experimental sequence is
displayed in Fig. 1(c), which is not to scale.
After the photon exits the fiber, it passes through a

quarter-wave plate (QWP) to compensate for any ellipticity.
Then, we examine the ion-photon correlations [Figs. 2(a)
and 2(c)] by scanning the angle of a half-wave plate (HWP)
in the beam path and measuring both the photon polari-
zation and the parent ion qubit state [30]. The resulting
contrast in the correlation sets an upper bound on the
fidelity overlap with Eq. (1) of FA < 99.1ð1Þ% and
FB < 99.1ð7Þ%, which we attribute to residual polarization
mixing in the imaging systems. We perform the measure-
ments for each imaging system by physically blocking
the other.
To establish a lower bound for the fidelity of each

ion-photon pair, we shrink the photon detection window
to 3 ns and rotate each HWP by 22.5° so that single
photon detections herald each parent ion into the equal

FIG. 1. Overview of the experiment. (a) Three cotrapped ions with two barium ions imaged by in vacuo 0.8 NA objectives [27] and an
optional ytterbium ion for sympathetic cooling. Scattered light at 493 nm is coupled into single-mode optical fibers and routed to a Bell
state analyzer consisting of an in-fiber beam splitter to erase which-path information and polarizing beam splitters (PBSs) to measure the
photon state [28]. (b) 138Baþ level diagrams for each operation associated with ion-photon entanglement generation. Our qubit states are
defined as j↓i≡ jS1=2; mJ ¼ −1=2i and j↑i≡ jS1=2, mJ ¼ þ1=2i. (c) Timeline for entanglement generation attempts without
sympathetic cooling. Each 1 μs-long attempt consists of optical pumping, pulsed excitation, single photon collection, and fast logic to
check for a heralding detection pattern. If no such pattern occurs, we repeat attempts up to 50 times before breaking for Doppler cooling.
After cooling, we repeat this cycle until success.
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superposition states

j↓ij � eiϕj j↑ij
ffiffiffi

2
p ; ð2Þ

where the sign depends on which detector the photon hits
and the phase ϕj (j ¼ A, B) is given by static polarization
rotations in the fiber. Then, we use a pair of 532 nm Raman
beams to drive a π=2 rotation of the atomic qubit with
variable phase [Figs. 2(b) and 2(d) [40]. The contrast of the
qubit state population with this phase sets a lower bound on
the ion-photon fidelities of FA > 98.1ð1.4Þ% and FB >
96.8ð6Þ% [41]. We also measure unmatched superposition
phases of ϕA ¼ 5.00ð2Þ rad and ϕB ¼ 0.48ð2Þ rad caused
by different uncompensated birefringence along the two
photon paths.
Based on the measured qubit coherence time of

T�
2 ¼ 550ð27Þ μs, limited by magnetic field fluctuations,

we attribute 0.26(3)% of each infidelity to decoherence
during the 40 μs before the analysis π=2 pulse. Another
0.10(2)% comes from averaging over different ion qubit
phases at the start of the analysis pulse due to the spread of
photon detection times within the detection window. We
bound errors from double excitations, crosstalk between the
imaging systems, and excitation laser background to the
10−5 level by measuring the ratio between one and two
photon events.
Having established ion-photon entanglement through

each imaging system, we can now entangle the two ions
by sending both photons into a Bell state analyzer as shown

in Fig. 1, thereby performing entanglement swapping. An
in-fiber 50∶50 beam splitter erases the “which-path”
information, so if we detect one H and one V photon in
the same trial the ions are ideally heralded into the
entangled state

j↓iAj↑iB � eiðδtþϕÞj↑iAj↓iB
ffiffiffi

2
p : ð3Þ

Here, the sign is determined by whether a coincident
detection occurred on the same or opposite sides of the
beam splitter [28], δ≡ ωB − ωA ¼ 2π × 984ð2Þ Hz is the
qubit frequency difference between the ions, t is the time
elapsed after coincidence detection, and ϕ≡ ϕB − ϕA. This
state suppresses the effect of common-mode noise [42,43]
and we indeed measure an extended Bell state coherence
time of T�

2 ¼ 38ð13Þ ms.
For this experiment, we measure the probability to

generate one of the above maximally entangled states to
be 2.4ð1Þ × 10−4, which is consistent with the product of
the measured ion-photon efficiencies above: 1

2
ηAηB ¼

2.50ð16Þ × 10−4, with the factor of 1=2 stemming from
heralding only two of the four Bell states. The effective
attempt rate of 333 kHz is the same as in the individual ion-
photon measurements above, so the ion-ion entanglement
rate is 79ð3Þ s−1.
We measure both the populations and coherences of the

heralded state of the ions by applying appropriate qubit
rotations to both ions [30]. We measure the populations of
the odd parity states to be P↓↑ þ P↑↓ ¼ 97.6ð5Þ% with
coherences 2Reðρ↓↑;↑↓ þ ρ↓↓;↑↑Þ ¼ 92.5ð1.7Þ% [44,45].
Bounding the other possible coherence terms results in a
state preparation and measurement-corrected fidelity with
respect to Eq. (3) of F ≥ 93.7ð1.3Þ% [46]. These results are
based on the data displayed in Fig. 3.
Based on the measured finite contrast of the spin-

polarization correlations, we expect an infidelity of 2.9
(1.6)%, which is consistent with the measured populations.
The extended two-qubit coherence is expected to contribute
0.3(1)% and other sources, including temporal mismatch
and dark counts account for < 0.3ð1Þ%. The total predicted
infidelity of < 3.5ð1.6Þ% (see Table I) is thus within error
of our measured infidelity. Notably, using an in-fiber beam
splitter avoids the percent-level error induced by imperfect
free-space photon spatial mode overlap in prior experi-
ments [21,47].
Over the course of many consecutive entanglement

generation attempts, recoil from optical pumping and
pulsed excitation heats the ions, reducing the heralded
success probability, as shown in Fig. 4(b). Above, we
capped the number of attempts without cooling at 50 to
avoid this decay and to maintain high-fidelity state detec-
tion. We avoid these issues while maximizing the entan-
glement attempt rate by cotrapping a 171Ybþ ion for
continuous sympathetic cooling.

FIG. 2. Characterization of ion-photon entanglement using
imaging systems A and B, each coupled to a unique ion. Each
data point is based on 200 detection events, making the statistical
error bars too small to be visible. All data was taken over the
course of about 10 min. Red and blue data points correspond to
the probability that the ion is in the bright state j↑i after a photon
is detected in the V or H output mode of a polarizer, respectively.
The solid lines are fits to sinusoidal functions.
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We Doppler cool the 171Ybþ ion using 370 and 935 nm
light, with sufficient spectral isolation as not to degrade the
138Baþ state detection, cooling, or coherent operations. The
relatively similar masses of barium and ytterbium and the
small ratio of radial to axial confinement in the trap enable
significant coupling between the radial modes of the
different species [48], which in turn allows for efficient
sympathetic cooling [49].

With continuous sympathetic cooling, we are able to
perform entanglement attempts without stopping for
recooling, recovering our full attempt rate of 1 MHz.
Although our hardware counter resets at 214 ¼ 16384
attempts, we estimate an average success probability of
2.50ð8Þ × 10−4 when allowing a maximum of N ¼ 20000
attempts, corresponding to an entanglement rate of
250ð8Þ s−1. After 20 000 attempts, the cumulative success
probability of heralding an entanglement event is > 99%,
as seen in Fig. 4 (blue dashed line).
This rate, made possible by increased numerical aperture

and the introduction of sympathetic cooling, surpasses any
previous mark in a system with Bell state fidelities above
70% [50]. It could be improved by almost a factor of 3 by
replacing acousto-optic modulators with electro-optic con-
trol to reduce latency and by another factor of 2 by
switching to an atomic species with a larger branching
ratio to the ground state [21,47]. Building a duplicate of this
system and using both imaging systems of each chamber to
collect light from a single ion would again double the
success probability reported here, providing a road map to
kHz-level remote entanglement rates between atomic
memories. Further increases could be achieved usingFIG. 3. Ion-ion entanglement fidelity estimation based on a

total of 9,649 entanglement attempts accrued over the course of
40 834 498 attempts and about 8 min of clock time. (a) Two-ion
state populations. Our detection method cannot distinguish
between j↓↑i and j↑↓i but we assume here that they contribute
equally to the measured one-bright population. (b) Parity scan for
bounding the off-diagonal elements of the ion-ion state. The red
data correspond to scanning the phase of a single π=2 pulse. The
corresponding solid line is the fit and the dashed line represents
the expected behavior of the ideal state jΨþi. The blue data
correspond to scanning the phase of a second π=2 pulse after a
π=2 pulse with fixed phase ϕ ¼ 0.

TABLE I. Infidelity budget for the entangled ion-ion state. The
total expected error is consistent with our measured fidelity lower
bound of F > 93.7ð1.3Þ%.

Error source Infidelity (×10−2)

Polarization errors 2.9(1.6)
Ion decoherence [T�

2 ¼ 38ð13Þ ms] 0.3(1)
Timing mismatch [Δt ¼ 21ð2Þ ps] 0.13(1)
Imperfect splitting ratio [r ¼ 0.515ð1Þ] 0.09(1)
Dark counts and double excitations < 0.1

Total < 3.5ð1.6Þ

FIG. 4. (a) New experimental sequence with an ytterbium
sympathetic coolant present in the Coulomb crystal. For each
requested event we initialize by Doppler cooling the barium ion
for 100 μs and then execute attempts until we either succeed or
reach N failures. Meanwhile, we continuously Doppler cool the
ytterbium ion. (b) The points (data) and solid lines (fits) represent
average entanglement rates for different maximum consecutive
attempts with (blue) and without (red) the ytterbium sympathetic
coolant. Red data is calculated from a histogram of attempts
before success in 13 739 loops and each blue point is a direct
measurement based on an average of 3 741 332 attempts. For a
more direct comparison, we ignore barium recooling time in the
no cooling case. The final, black point is based on a fit to the blue
data. Dashed lines are the cumulative success probability of a
heralding event through attempt N for the fitted probability
distributions of the Yb-cooling and no-cooling runs [30].
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Purcell enhancement in short optical cavities or large-scale
spatial multiplexing with integrated optics [51].
Achieving a better understanding of polarization map-

ping errors will require a more careful study of imaging
aberrations and inhomogeneous birefringence in the lenses
and vacuum window. This will be enabled by performing
full tomography of the entangled ion-photon and ion-ion
states. The dominance of imperfect polarization encoding
in our error budget suggests that alternative photonic-qubit
encodings, such as frequency [52] and time bin [53,54],
may be beneficial for short- and medium-distance network-
ing in addition to their usual application across longer
distances [55]. The former could be available using the
137Baþ or 133Baþ isotopes while the latter benefits from the
long D state lifetimes in any barium isotope.
The continued maturation of photonic interconnects will

enable a wide variety of quantum technologies, including
scalable ion-trap quantum computers [7], quantum-limited
sensing networks [8,9], secure communication [10], and
blind quantum computation [56]. Many of these applica-
tions will require the integration of remote and local
entangling operations, both of which benefit from the
introduction of sympathetic cooling. Dual-species or
omg [57] operation is already necessary in most trapped-
ion computing and networking architectures and has been
demonstrated in numerous experiments [16,20,25], but the
integration of these techniques into a multinode network,
with demonstrations of quantum repeaters and entangle-
ment distillation, remains outstanding.
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