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Understanding the interplay of interaction and disorder in quantum transport poses long-standing
scientific challenges for theory and experiment. While highly controlled ultracold atomic platforms
combining atomic interactions with spatially disordered lattices have led to remarkable advances, the
extension of such controlled studies to phenomena in high-dimensional disordered systems, such as the
three-dimensional Anderson metal-insulator transition has been limited. Kicked quantum gases provide an
alternate experimental platform that captures the Anderson model in momentum space and features
dynamical localization as the analog of Anderson localization. Here, we utilize a momentum space lattice
platform using quasiperiodically kicked ultracold atomic gases to experimentally investigate interaction
effects on the three-dimensional dynamical Anderson metal-insulator transition. We observe interaction-
driven subdiffusion and a divergence of delocalization onset time on approaching the phase boundary.
Mean-field numerical simulations show qualitative agreement with experimental observations, but with
significant quantitative deviations.
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Conceived more than 60 years ago, the celebrated
Anderson picture of electron transport in the presence of
disorder [1,2] predicts localization in one and two dimen-
sions (d ¼ 1, 2), and delocalization in d > 2 below a
critical minimum disorder, demarcating a metal-insulator
transition (MIT). How interparticle interactions compete
with disorder during quantum transport has since been the
subject of intense theoretical scrutiny [3–6] with to-date
unresolved questions surrounding the fate of localized
states in the presence of interactions. Interaction effects
on localization are challenging to observe in solid-state
experiments. Observations in doped semiconductors have
been attributed to interaction-driven variable-range hop-
ping, but the mechanism is not fully clear [7,8]. Landmark
experiments within the last 15 years with ultracold atoms in
spatially disordered optical lattices have observed inter-
action-driven transport phenomena, such as subdiffusive
delocalization [9,10], many-body localization [11–14], and
a finite temperature Bose glass-superfluid transition [15].
However, the effects of interactions on quantum transport
phenomena in high-dimensional disordered systems, such
as the d ¼ 3Anderson MIT [16–18], have largely remained
unexplored experimentally in ultracold atomic systems.
In recent years, lattices in the synthetic dimension of

momentum space have become a fertile alternate avenue for

dynamical studies and quantum simulation with ultracold
atoms [19]. The d ¼ 1 Anderson Hamiltonian can be
simulated in momentum space using the quantum kicked
rotor, where ultracold atoms are periodically driven or
“kicked” by a pulsed standing wave and can exhibit the
corresponding “dynamical” localization [20–27]. Very
recently, experiments have observed the interaction-driven
breakdown of this dynamical localization [28,29], shedding
light on an area where theoretical results are in contra-
diction [30,31], further motivating higher-dimensional
experiments. By modulating the strength of the kicks,
d-dimensional Anderson models can be engineered in the
quasiperiodic kicked rotor (QPKR), with the pseudoran-
dom phase accumulated by atoms at different momenta
corresponding to the disorder, kick strength to intersite
tunneling, and number of modulation frequencies to d − 1
[32–35]. The QPKR technique has been utilized exper-
imentally to simulate disordered noninteracting systems in
d ¼ 2 [36] and d ¼ 3, where the Anderson metal-insulator
transition was also observed [16]. Recent theoretical works
incorporating mean-field interactions predict subdiffusive
delocalization in the insulator region of the d ¼ 3 model
but disagree on the value of the corresponding subdiffusive
exponent [37–39].
In this Letter we use the QPKR in conjunction with

atomic interaction tuning to experimentally observe inter-
action-driven delocalization in the insulating region and the
interaction-induced shift on the dynamical Anderson
MIT in d ¼ 3. The transition boundary is manifest as a
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divergence of delocalization onset time with varying kick
strength. We study the inverse relation of onset time with
interaction strength and also demonstrate interaction-driven
delocalization in d ¼ 2 and d ¼ 4 synthetic space. Our
numerical mean-field simulations incorporating system
inhomogeneity capture the general trends of our observa-
tions, but with quantitative deviations that grow with
increasing interaction strength.
Our experimental approach [40] for quantum simulation

of the interaction effects on the dynamical Anderson model
utilizes Bose-Einstein condensates in the quasi-1D regime
that are kicked along the axial (z) direction using a pulsed
optical standing wave lattice with period T and pulse width
tp ≪ T [see Fig. 1(a)]. 1=T is incommensurate with the
recoil frequency ωrec ¼ ℏk2L=2m ¼ Erec=ℏ, where kL ¼
2π=λ is the wave vector and m is the atom mass. We
engineer the d-dimensional Anderson model (for d ¼ 1 to
4) in momentum space by modulating the amplitude of
these kick pulses with d − 1 additional incommensurate
frequencies.
A description of the dynamics of the d ¼ 3 system with

nonlinear mean-field interactions is captured by the

following dimensionless non-linear Gross-Pitaevskii equa-
tion (GPE):
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FIG. 1. Experimental scheme and phase diagrams for the d ¼ 3 dynamical Anderson model with different nonlinear interaction
strengths. (a) Experimental schematic showing BECs in 1D tubes with kicking pulses applied along the axial (z) direction. (b) Schematic
of quasiperiodic drive of optical standing wave pulses to engineer the d ¼ 3 Anderson model. (c) Evolution of axial kinetic energy
corresponding to K ¼ 2.5, ε ¼ 0.4, and gn1D ¼ 11.7. The dashed lines mark E� ¼ 2.5Erec and the corresponding n�p. Also shown is the
GPE simulation (colored line) and a power law fit with an exponent of 0.70(2) (black solid line). In (d) and (e) we show the numerically
simulated phase diagrams of the interacting d ¼ 3 dynamical Anderson model using the Gross-Pitaevskii equation for two different
interaction strengths gn1D ¼ 11.7 and 16.8. The sharp change in the delocalization onset time n�p marks the dynamical Anderson MIT.
Markers indicate where d ¼ 3 delocalization data was collected (Figs. 2–4) and the dashed line indicates the line along which the
interacting dynamical Anderson transition was observed (Fig. 2).

PHYSICAL REVIEW LETTERS 133, 076301 (2024)

076301-2



where szErec is the peak depth of the pulsed optical lattice.
K is modulated by incommensurate frequencies ω2 and ω3

(in units of 1=T) with modulation strength ε.
In the absence of interactions and axial confinement, and

for ε ¼ 0, the Hamiltonian of Eq. (1) is the periodic kicked
rotor that maps to the d ¼ 1 Anderson Hamiltonian in
momentum space, and exhibits the corresponding dynami-
cal localization [34]. The K parameter controls the tunnel-
ing between sites in the momentum lattice and a
pseudorandom phase at each site arises from the period
T being incommensurate with 1=ωrec. For ε ≠ 0 and
incommensurate ω2, ω3, the mapping is to a d ¼ 3
Anderson model in momentum space, detailed in
Sec. IVof the Supplemental Material [40]. The ε parameter
modulates K and controls intersite tunneling along the two
additional synthetic dimensions. Thus, np is the time
variable, K is related to the hopping in all dimensions,
and ε is related to the hopping in all but one dimension in
this mapping to the Anderson model. The interaction term
in Eq. (1) becomes infinitely long-ranged in the momen-
tum-space lattice [28]. This nonlocal interaction in the
synthetic momentum space is significantly different from
the local interacting disorder problems discussed in the
condensed matter context [7,8].
Throughout this Letter, we use ω2 ¼ 2π ×

ffiffiffi
2

p
and ω3 ¼

2π ×
ffiffiffi
3

p
[see Fig. 1(b)], with tp ¼ 4 μs, T ¼ 105 μs and

=

k ¼ 5.26, for our QPKR realization of the d ¼ 3 Anderson
model. The interaction strength gn1D is controlled exper-
imentally through a⊥, the transverse oscillator length of
confinement [40].
In a typical experimental sequence, after the desired

pulse number np, we diabatically turn off the trapping
potential and take a time-of-flight absorption image along x
[40]. The axial momentum distribution is obtained by
integrating the distribution along y. The axial kinetic
energy of the atoms hEzi is then calculated from this
momentum distribution. Figure 1(c) shows an example of
evolution of hEzi with np. Fitting a power law to the long
time evolution hEzi ¼ E0ðnpÞα allows extraction of α
and E0.
In Figs. 1(d) and 1(e), we show the numerically

simulatedK − ε phase diagram for two different interaction
strengths, where the transition from a localized insulating
phase to a delocalized metallic phase can be clearly
identified across a sharp phase boundary [40]. To remove
unimportant single-particle features arising from the har-
monic oscillator timescale and the finite depth trap [40,43],
and more clearly reveal the effects of interactions, we
display the phase diagrams through the delocalization onset
time n�p rather than the diffusive exponent. Importantly, the
interaction-shifted dynamical Anderson MIT boundaries
are in agreement for either parameter choice [40].
We define the onset time n�p as the pulse number at which

the average energy hEzi of a system undergoing delocal-
ization reaches E�, chosen to be much larger than the initial

energy. For an evolution governed by hEzi ¼ E0ðnpÞα with
diffusive exponent α, n�p ¼ ðE�=E0Þ1=α is directly related to
the inverse of the diffusion constant E0, whose divergent
behavior is used to characterize the MIT phase boundary on
the metal side in the homogeneous noninteracting case
[33]. In our inhomogeneous system, we use n�p for this
characterization, with the insulator phase corresponding to
n�p → ∞:α and E0 are the slope and intercept respectively
on the log-log plot of hEzi vs np, and can also be obtained
from the hEzi values at two different np [40]. Throughout
this Letter we define n�p using E� ¼ 2.5Erec, a sufficiently
large value that also provides an adequate dynamic range
for data analysis [see Fig. 1(c)]. The insulating regions of
the phase diagrams in Figs. 1(d) and 1(e) are far smaller
than that of the noninteracting homogeneous dynamical
Anderson model [16,44], with the higher interaction
strength showing a smaller insulating region.
We present our observation of an interacting dynamical

Anderson MIT in Fig. 2 where sequences of absorption
images for np ¼ 0, 30, 100 [Figs. 2(a)–2(c)] show the
growth in the axial (z) momentum distribution [np ¼ 100

cases shown in Fig. 2(d)] for different kick strengths K,
with fixed interaction strength gn1D ¼ 11.7 and ε ¼ 0.4. A
clear progression from insulating (localized) to metal
(delocalized) behavior emerges as the K parameter is
increased. From the corresponding hEzi [Fig. 2(d)], the
dependence of n�p on K can be determined. We observe a
divergence of n�p as K is varied with gn1D ¼ 11.7 and
ε ¼ 0.4 [Fig. 2(e)], which marks the phase transition
boundary. Our numerical mean-field simulations (green line)
capture the general trend of the experimental observations.
In Fig. 3, we show the evolution of the axial kinetic

energy of the system for a few different combinations of ε,
K, and gn1D, corresponding to various locations in the
phase diagrams of Fig. 1. In all of these cases, localization
is predicted in the noninteracting homogeneous case
[16,44], while we observe delocalization. This emphasizes
the role of interactions on the MIT phase diagram. We find
qualitative agreement with our GPE simulations (colored
solid lines). Simulation results setting g ¼ 0 (colored
dashed lines) show order-of-magnitude lower energies at
long times with small temporal variation stemming from
the inhomogeneous weak axial harmonic confinement.
Power law fits return exponents α∈ f0.6; 1.1g, and are

predominantly subdiffusive. These values characterize all
our observations shown in the main text and also additional
data included in the Supplemental Material [40], and are
larger than mean-field theory predictions for a homo-
geneous system [37,38]. We note that small regions with
α > 1 also exist in the parameter space explored in our
inhomogeneous system [40].
To more systematically analyze the interaction depend-

ence, we fix kick and modulation strengths to representa-
tive values K ¼ 2.5 and ε ¼ 0.4, and study the evolution of

PHYSICAL REVIEW LETTERS 133, 076301 (2024)

076301-3



axial energy with kick number across a range of interaction
strengths. The time evolution of both gn1D ¼ 11.7 and 16.8
cases in Fig. 4(a) exhibit delocalization with a small
difference in character.

The interaction dependence can be more sensitively
detected using onset time n�p as the metric, rather than
long-time energy diffusion. In Fig. 4(b) we show how n�p
changes as we vary the interaction strength by tuning the
external confinement and thus a⊥. We observe a mono-
tonically decreasing delocalization onset time with stronger
interaction strength. The deviation from our mean-field
numerical model [green line in Fig. 4(b)] is significant and
increases with interaction strength. We note that since we
do not start experimentally in the true ground state (85%
initial condensate fraction [40]) unlike in the simulation,
the absolute value of n�p is not directly comparable between
experiment and mean-field theory, and the deviations in
Fig. 4(b) provide only qualitative trends with interactions.
By experimentally realizing an interacting QPKR

Hamiltonian simulator, we investigated interaction effects
on the dynamical Anderson metal-insulator transition. A
d ¼ 3 interacting Anderson MIT was observed as a diver-
gence in the delocalization onset time, a measure of the
inverse diffusion rate. Measured subdiffusive delocalization
exponents in the metal phase exceed prior mean-field theory
predictions for the homogeneous case. Incorporating exper-
imental inhomogeneity into the mean-field theory, we find
qualitative agreement with our observations with deviations
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increasing with interaction strength. Using the flexibility of
the momentum-space approach, we have also engineered
Anderson models in other dimensions (d ¼ 1–4) and
observed interaction-driven subdiffusive delocalization of
the insulator phase with shorter onset time at larger inter-
action strength [40]. Our combined experiment-theory
collaboration advances the area of many-body quantum
simulation of high-dimensional quantum transport, while
revealing the need for a beyond mean-field theoretical
description to address the infinitely long-range interaction
inmomentum space [28].While the long-range nature of the
interaction is different from the conventional discussion of
the Anderson model in solid-state physics, Coulomb inter-
actions in disordered lattices have been investigated in recent
work [45]. Furthermore, this feature of our work also makes
it relevant in the context of dipolar [46] or trapped-ion [47]
quantum systems where the long-range interactions can be
examined and harnessed for applications in quantum infor-
mation science [48].
Future work includes experimental realization of the

interacting QPKR in a homogeneous 1D system, such as a
ring trap [49–52] or box trap [53], where potential

universality [37] of the subdiffusive exponent α can be
tested, critical exponents for the interacting phase transition
can be accurately measured, and the fate of the interacting
dynamical Anderson MIT can be examined in a homo-
geneous setting. Further studies of the nature of many-body
transport phases can be pursued with a larger interaction
tuning range using a magnetic Feshbach resonance [29,54].
The technique of kicked quantum gases is well suited for
studying the interplay of disorder, interactions and dimen-
sionality in quantum transport, and fruitful applications to
other ultracold many-body systems such as the Tonks gas
[55] and strongly interacting fermions [56] are envisioned.
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