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Analog computation with passive optical components can enhance processing speeds and reduce power
consumption, recently attracting renewed interest thanks to the opportunities enabled by metasurfaces.
Basic image processing tasks, such as spatial differentiation, have been recently demonstrated based on
engineered nonlocalities in metasurfaces, but next-generation computational schemes require more
advanced capabilities. Here, by simultaneously tailoring the nonlocal electromagnetic response of a
metasurface in space and time, we demonstrate a passive ultrathin silicon-based device that performs mixed
spatiotemporal differentiation of input images, realizing event-based edge detection. The metasurface
performs spatial differentiation only when the input image is evolving in time, resulting in spatiotemporal
image processing on subpicosecond timescales. Moreover, the metasurface design can be tailored to
selectively enhance objects moving at desired speeds. Our results point towards fully passive processing of
spatiotemporal signals, for highly compact neuromorphic cameras.
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Designing faster and energy-efficient tools for data
processing is of paramount importance due to the expo-
nentially growing rate of data creation, processing and
storage [1]. Replacing digital processing with analog
optical computing has recently attracted renewed interest
[2–5] due to the appealing possibility of manipulating data
at the speed of light while avoiding analog-to-digital
conversion [6]. Image processing is among the most
important computational tasks, with critical applications
in computer vision [7], neuromorphic computing [8,9],
artificial intelligence [10], and augmented reality [11].
In the last decade, analog passive computing has evolved

from bulky elements to ultrathin structured layers—known
as metasurfaces [12]—which are compatible with large-
area fabrication and prone to miniaturization and integra-
tion [13]. Several works [14–22] have demonstrated that
optical metasurfaces can perform different image process-
ing tasks, such as edge detection [14–19,23], without
requiring a 4F system [24,25], with the potential of
drastically reducing the footprint of all-optical analog
computers. In this approach, a metasurface with tailored
angle-dependent transmission acts as a spatial-momentum
filter, thus performing a desired spatial operation—e.g.,
differentiation—by filtering the spatial Fourier components
of the input image. In this context, nonlocal metasurfaces
[14–16,26–28] (whose optical response is dictated by the
coherent interaction between many unit cells) supporting

engineered Fano resonances and/or quasibound states in
the continuum have been instrumental to tailor nontrivial
angle-dependent responses, leading to efficient image-
processing devices.
While most studies on metamaterial-based analog com-

putation have so far focused on spatial operations, com-
paratively little effort has been devoted to the imple-
mentation of temporal and, more broadly, spatiotemporal
computation. Similarly to 4F systems for spatial operations,
temporal operations can be performed via bulky pulse
shapers, whereby the frequency components of a pulse are
separated by diffraction gratings and filtered by masks
[29,30]. Notably, the working principles of metamaterial-
based spatial image processing can be extended to the
temporal domain: by tailoring its frequency response, a
metasurface can act as a compact spectral filter, thus
performing time-domain computations without using pulse
shapers and diffraction gratings. Following this strategy,
previous theoretical works have investigated temporal
processing with graphene [31] or dielectric [32] structures,
including recent experimental demonstration of time differ-
entiation at near-visible wavelengths [33] and radio
frequencies [34]. Recent studies have also investigated
metasurfaces that perform linear combinations of spatial
and temporal differentiations [35–38], to generate spatio-
temporal optical vortices [39,40].
Besides signal processing, performing analog and high-

speed spatiotemporal computations can largely benefit [41]
the emerging field of neuromorphic computing (NC) [8,9]—
a computational framework where algorithms and hardware
mimic the human brain. Rather than capturing information at
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regular intervals, neuromorphic or event-based cameras
respond to local changes of the input signal in time [42].
Current implementations of neuromorphic cameras rely on
sophisticated circuitry that detects changes in brightness
between neighboring pixels [43,44], triggering data acquis-
ition. These approaches are affected by limited temporal and
spatial resolution and large latency, and they require active
components and voltage bias, preventing miniaturization
and energy savings. Notably, the basic neuromorphic
principle—a spatial computation triggered by a temporal
change—can be mimicked by mixed spatiotemporal differ-
entiation [e.g., fðx; y; tÞ → ∂

2
t∇2

x;yfðx; y; tÞ], as outlined in
this Letter. Yet, implementing these operations with analog
metasurfaces is challenging, as it requires engineering a
highly nontrivial frequency-momentum transfer function.
In this work, we show that dispersion engineering of

nonlocal metasurfaces can be extended to the spatiotem-
poral domain, simultaneously tailoring angular and fre-
quency responses. In particular, we demonstrate a general
recipe to design metasurfaces performing cascaded spatio-
temporal differentiation. Based on this principle, we design
ultrathin passive metasurfaces, with a relatively simple
geometry, performing spatiotemporal mixed second-order
differentiation [e.g., ∂

2
t∇2

x;y] on an input signal. This
operation performs analog, all-optical, and fully passive
event-based edge detection: only regions of the input signal
with simultaneous nonzero spatial and time gradients are
transmitted. In other words, the spatial edges of an input
image are selectively transmitted only when their local
intensity changes in time, as sketched in Fig. 1: a spatio-
temporal signal fðx; y; tÞ, encoded in the envelope of a
traveling electromagnetic wave, impinges on a metasurface
with tailored spatiotemporal nonlocality. For graphical
simplicity, in Fig. 1 we consider a simplified case of a
factorized input signal, i.e., fðx; y; tÞ ¼ ftðtÞ × fx;yðx; yÞ
where fx;yðx; yÞ is a binary-valued 2D image (the red
rhombus), and the overall intensity changes in time
following a pulselike function ftðtÞ (top-left of Fig. 1).
The metasurface filters this signal, creating an output signal

proportional to ∂
2
t∇2

x;yfðx; y; tÞ, whereby the spatial edges
of the input are enhanced only at times when the input
intensity is simultaneously varying. We emphasize that
such functionality can only be implemented with meta-
surfaces performing mixed spatiotemporal operations [e.g.,
∂
2
t∇2

x;y], and it cannot be achieved with devices performing
linear combinations of temporal and spatial derivatives
[35–38]. We numerically demonstrate that this advanced
computational task can be achieved in a simple, fully
passive, dielectric subwavelength metasurface. Compared
to event-based electronic NCs, our approach is not affected
by finite temporal resolution and latency, and it involves no
energy consumption. Moreover, the subwavelength foot-
print of the proposed metasurface allows for easy integra-
tion in compact devices.
We begin by discussing how a general spatiotemporal

differential operator can be implemented with nonlocal
metasurfaces (MSs). For simplicity, we focus on 1D
images, but the concept can be extended to 2D. A general
time-varying image, carried by a structured electro-
magnetic wave with carrier frequency ω0, is described
by f̃ðx;tÞ¼eiω0tfðx;tÞ¼eiω0t

R
dΩdkxe−i½kxx−Ωt�Fðkx;ΩÞ,

where fðx; tÞ is a slowly varying (in time) enve-
lope function, Fðkx;ΩÞ is its Fourier transform, and
Ω≡ ω − ω0. When the image impinges on a linear
MS, the transmitted image is determined by the filtering
of spatiotemporal Fourier components, i.e., by the
MS momentum-frequency transfer function (TF)
tðkx;ΩÞ. In particular, a mixed spatiotemporal deriva-
tive ð∂m=∂xmÞð∂n=∂tnÞfðx; tÞ is obtained if the TF is
tðm;nÞðkx;ΩÞ ¼ kmx Ωn (up to an overall phase factor).
Because the second-order differentiation is better suited
for isotropic edge detection [16,27], here we focus on the
operator ð∂2=∂x2Þð∂2=∂t2Þ, but our approach can be gen-
eralized to other operators. Our target response corresponds
to the TF tð2;2Þðkx;ΩÞ ¼ k2xΩ2 [Fig. 2(c)], which is achieved
when a MS supports a transmission zero at Ω ¼ 0
and normal incidence (kx ¼ 0) and, additionally, the

FIG. 1. Schematic of spatiotemporal edge detection with metasurfaces. Left: A spatiotemporal input signal fðx; y; tÞ, encoded in the
envelope of a traveling wave, impinges on the metasurface (center). Right: The output signal corresponds to the space-time derivative of
the input.
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transmission increases only when both Ω and kx are
simultaneously varied, while it remains zero when either
Ω or kx is zero. Such nontrivial TF is markedly different
from the one necessary to implement linear combinations
of spatial and temporal derivatives [35–38]. DesigningMSs
with arbitrary spatiotemporal nonlocal TFs is generally
nontrivial. Inverse-design methods can help this task [4,32],
and spatiotemporal coupled-mode theories can provide
powerful guidelines [38,45].
Here, we use a more intuitive approach, whereby the

required spatiotemporal response is obtained by engineer-
ing the spatial and temporal nonlocalities of two cascaded
MSs. Indeed, the TF tð2;2Þðkx;ΩÞ can be realized as the
product of the TF of a MS performing spatial-only differ-
entiation [(tð2;0Þðkx;ΩÞ ¼ k2x, Fig. 2(a)] and the TF of a MS
performing temporal-only differentiation [(tð0;2Þðkx;ΩÞ ¼
Ω2, Fig. 2(b)]. Following this intuition, we optimize two
different MSs that separately perform these two operations
[14,34]. For concreteness, we assume silicon-based 1D
MSs embedded in air (Fig. 2), and we target an operational
wavelength λ ≈ 1500 nm½ðω0=2πÞ ≈ 200 THz�. All elec-
tromagnetic simulations in Fig. 2 were performed with
Comsol. The MSs are orthogonal to the z direction and
uniform along y, and the impinging electric field is y
polarized. Figure 2(d) shows the geometry of a 1D MS
whose TF, tMS

s ðkx;ΩÞ, closely approximates the TF
required for second-order spatial derivative, tð2;0Þðkx;ΩÞ
(see Fig. 2 caption for the geometry). We note that the
design in Fig. 2(d) allows breaking horizontal and/or
vertical mirror symmetries. Such broken symmetries are
not fundamentally required to implement the even operator
ð∂2=∂x2Þ, but they would be required for odd-order

derivatives [48,49]. Figure 2(f), instead, shows the unit
cell of another MS whose TF, tMS

t ðkx;ΩÞ, is close to the
one implementing second-order temporal differentiation
[tð0;2Þðkx;ΩÞ]. In first approximation, i.e., neglecting near-
field perturbations and feedback due to back-and-forth
reflections, cascading these two MSs leads to a device with
a TF given by the product tMS

s ðkx;ΩÞ × tMS
t ðkx;ΩÞ, reali-

zing the desired spatio-temporal derivation. In practice,
multiple reflections are non-negligible, especially in this
scenario where each individual MS is highly reflective at
normal incidence. Nonetheless, since the two MS inde-
pendently target nonlocality in orthogonal spaces, and they
are designed to be nondispersive in the dual coordinate,
cascading the two designs shown in Figs. 2(d),2(f) provides
a useful first-order design to obtain the desired function-
ality (see also [46]). The residual feedback due to multiple
reflections is minimized by adjusting the distance between
the MSs to prevent resonances, and by finely tuning the
geometrical parameters to account for spectral shifts
induced by feedback. Remarkably, for this particular device
we found that, even when the twoMSs are cascaded back to
back without any gap between them, after fine-tuning their
geometry, the resulting metasurface [Fig. 2(h)] supports a
TF [denoted tMS

st ðkx;ΩÞ, Fig. 2(i)] that agrees well with the
target one [Fig. 2(c)]. However, we emphasize that such
zero-gap configuration might not apply to other devices and
functionalities. The phases of all TFs shown in Fig. 2 are
reported in [46].
While we were able to design a single-layer MS

[Fig. 2(h)] with a TF [Fig. 2(i)] close to ideal [Fig. 2(c)],
small discrepancies arise. In particular, tMS

st ðkx;ΩÞ is not
symmetric along the frequency axis, e.g., the high-
transmission lobes at high frequencies are less pronounced

FIG. 2. Ideal transfer function (TF), geometry, and numerical simulations of the proposed MS. (a)–(c) Magnitude of the ideal TF to
perform (a) second-order spatial derivative, (b) second-order time derivative, and (c) mixed spatiotemporal derivative. (d)–(i) Unit cells
and numerically calculated TFs of realistic metasurfaces performing the corresponding operations shown on top of each box. The
parameters are p ¼ 810, h2 ¼ 393, w3 ¼ 430, h1 ¼ 540, w1 ¼ 80, w2 ¼ 260, g ¼ 55, and t ¼ 83 nm. The geometrical dimensions of
the metasurface in panel h are provided in [46].
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than the ones at lower frequencies. In order to assess these
discrepancies more quantitatively, we expanded the calcu-
lated TF tMS

st ðkx;ΩÞ [Fig. 2(i)] over the basis tðm;nÞðkx;ΩÞ.
This analysis, discussed in [46], reveals that the weight of
the term tð2;2Þðkx;ΩÞ in the expansion of tMS

st ðkx;ΩÞ is
larger than 93% of the combined total weights, confirming
that tMS

st ðkx;ΩÞ mainly performs the ð∂2=∂x2Þð∂2=∂t2Þ
operation. Moreover, the desired response is obtained over
a broad range of wavevectors and frequencies: The spatial
numerical aperture (NAs), which defines the maximum
spatial frequency of the input image that the MS can
process, is NAs¼kx;max=k0¼ sinðθmaxÞ≈0.26ðθmax≈15°Þ,
corresponding to a maximum spatial resolution of
Rs ¼ ðλ=2NAsÞ ≈ 3 μm. Similarly, we define a temporal
numerical aperture, NAt ¼ Ωmax=ω0 ≈ 0.005, which quan-
tifies the maximum spectral bandwidth of the input signal.
The metasurface temporal resolution (i.e., the smallest time
separation that can be resolved in the input signal), is
Rt ¼ π=ðω0NAtÞ ≈ 0.5 ps. The ratio of these two numeri-
cal apertures defines the characteristic speed v0 ≡
cNAt=NAs (where c is the speed of light), an important
parameter of the device discussed more below.
We now show how this MS can effectively implement

spatiotemporal edge detection. We first consider the case
where an input image composed of spatial segments of
different lengths, whose intensities are abruptly switched
between zero and one [Fig. 3(a)] is processed by the

metasurface in Figs. 2(h) and 2(i). The spatial and temporal
dimensions of the input are adjusted to fit the maximum
spatial (NAs) and temporal (NAt) frequencies of the
designed MS, respectively. As expected, in the calculated
[46] output image [Fig. 3(b)] only the spatiotemporal
edges—i.e., the areas where the input image features strong
gradients both in space and time, corresponding to the
corners of the rectangles in Fig. 3(a)—are largely enhanced
with respect to other areas of the signal. In other words, the
MS highlights spatial edges only when the edges are
simultaneously evolving in time. For comparison, Fig. 3(c)
shows the output image calculated using the ideal TF
[Fig. 2(c)], which exactly implements the ð∂2=∂x2Þð∂2=∂t2Þ
operation. The close resemblance between Figs. 3(b) and
3(c) confirms that the MS mainly performs the targeted
spatiotemporal differentiation. Minor detrimental effects
are also visible in Fig. 3(b): the spatial-only or temporal-
only edges are partially transmitted (although with weaker
intensity than the spatio-temporal edges), due to non-
idealities of the TF in Fig. 2(i) [46].
The designed MS also features a high throughput

efficiency: the peak intensity transmitted in the metasur-
face-filtered image [Fig. 3(b)] is over 60% of the intensity
obtained in the ideal scenario [Fig. 3(c)]. Such efficiencies
are comparable to the efficiencies experimentally achieved
in spatial-only edge detection [16] and temporal differ-
entiation [33]. Next, we show that our MS can also process
input signals that are not factorized in spatial and temporal
parts. In Fig. 3(d), we consider a single segment with fixed
intensity and whose width changes in time. As expected, in
the filtered output image [Fig. 3(e)] the edges of the
segment are enhanced only at times when the segment is
undergoing a width change—i.e., when the effective
position of a spatial edge is changing in time. Once again,
the output image filtered by the metasurface [Fig. 3(e)]
perfectly matches the image obtained by applying the exact
spatiotemporal differentiation [Fig. 3(f)].
The proposed MS can be used for event-based edge

detection, that is, it enhances the edges of an object—
whose image is projected on the metasurface—only when
the object is moving. In Fig. 4(a), we consider an input
image made of a segment with fixed width which is initially
at rest and then starts moving. In the first part of the motion,
the image maintains a constant speed equal to 0.5 v0, where
v0 is the characteristic speed defined above. The speed then
increases in discrete steps, first to v0 and then to 1.5 v0, as
indicated by the color-coded shaded areas in Fig. 4(a).
Then, it undergoes a uniformly accelerated motion [gray
shaded area in Fig. 4(a)], until it stops again. In the filtered
spatiotemporal signal [Fig. 4(b)], the edges of the image are
enhanced only when the image is moving, as expected.
Moreover, the edge intensities clearly depend on the image
speed, with the largest intensity achieved when the image is
moving at a speed close to v0. This effect can be explained
by considering how the spatiotemporal Fourier transform of

FIG. 3. Spatiotemporal intensity of input and output signals.
(a) Time-dependent 1D image consisting of segments with fixed
size and whose intensity is switched on and off in time.
(b)–(c) Corresponding output image, calculated using (b) the
realistic transfer function [Fig. 2(i)] and the ideal transfer function
[Fig. 2(c)]. (d)–(f) Same as in panels (a)–(c), but with a different
spatiotemporal input, consisting of a single segment whose length
changes in time. Times are in units of T ¼ ð2π=ω0Þ ≈ 4.5 fs and
lengths are in units of λ ≈ 1.5 μm.
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a uniformly moving 1D shape, Fvðkx;ΩÞ, depends on the
shape speed v. In Fig. 4(c) we consider an image [with the
same size as in Fig. 4(a)] moving uniformly with velocities
v ¼ 0.5 v0 (green), v ¼ v0 (purple) and v ¼ 1.5 v0 (blue).
In order to highlight regions where each Fourier transform
Fvðkx;ΩÞ is largely different from zero, we associate to
each speed v a binary function which is 0 when jFvðkx;ΩÞj
is smaller than 1.5% of its absolute maximum and 1
otherwise. By comparing Fig. 4(c) with Fig. 2(i), it
becomes clear that the spatiotemporal Fourier transform
Fvðkx;ΩÞ of an image moving with velocity v ¼ v0 (purple
color) optimally aligns with the high transmission lobes of
the transfer function, thus leading to higher intensities of
the spatiotemporal edges. This behavior is also summarized
in Fig. 4(d), which shows the intensity of the spatiotem-
poral edges versus the image speed. As expected, the
intensity peaks when v0 ¼ cNAt=NAs ≈ 5800 km=s
(denoted by the purple star), and it decreases when the
speed is either lower or higher than this optimal value.
We now discuss how the value of the characteristic speed

v0 impacts the output efficiencies and how it can be
tailored. First, we emphasize that the speeds in Fig. 4 refer
to the speed of an image projected onto the metasurface
plane. In the case in which a far object is being imaged with
a suitable imaging system, the speed of the image can be
largely different than the actual speed of the physical

object. Moreover, while in this particular device the speed
v0 that maximizes the output intensity is fairly high, we
note that the dependence of the output intensity on the
speed [Fig. 4(d)] is weak, and reasonable output intensities
(∼20% of the peak) are still obtained for speeds that are
over one order of magnitude smaller than v0. Generally, for
images moving at speeds v < v0 and detected via the
operation ∂

m
t ∂

n
x , the intensity of the spatiotemporal edges

approximately scales as v2m. Moreover, v0 can be tailored
through the MS nonlocality. The optimal speed v0 is
determined by NAt and NAs, and it can be controlled by
varying them. For a fixed temporal numerical aperture NAt,
v0 can be decreased by increasing the spatial numerical
aperture NAs, which would also increase the spatial
resolution. For the device considered here (NAs ¼ 0.26),
for example, the characteristic speed v0 may be decreased
by a factor of about 4 by working with larger NAs → 1.
Alternatively, for a fixed spatial numerical aperture, v0 can
be reduced by reducing the temporal numerical aperture
NAt, linked to the spectral bandwidth of the MS performing
the temporal differentiation [Figs. 2(b), 2(f)–2(g)]. In
particular, v0 can be largely reduced by increasing the
quality factor of the MS. While the device considered here
has a relatively low Q ∼ 60, much higher Q factors can be
achieved via, e.g., quasibound states in the continuum [50].
As an example, in [46] we show alternative designs with
v0 ≈ 3000 and v0 ≈ 1825 km=s. Ultimately, a trade-off
arises in the design process between bandwidth, speed
and efficiency based on the highest speed present in the
scene. More broadly, we emphasize that the event-based
edge detection is not limited to moving physical objects,
but it can be applied to images carried by pulses with
extremely effective fast speeds [33], e.g., as a part of a
neural network or neuromorphic computing platform.
Here, we have extended the concept of nonlocality

engineering to the space-time domain, demonstrating a
passive nonlocal metasurface that can perform analog
mixed spatiotemporal differentiation on an input image.
This functionality can be used to perform event-based edge
detection, whereby the edges of an input image are
enhanced only when the image intensity varies in time.
Such event-based analog processing necessitates mixed
spatiotemporal differentiation, and it cannot be achieved
with other forms of spatiotemporal devices [35–38]. This
nontrivial functionality—which may replace bulky circuit-
based neuromorphic cameras—is achieved with a subwa-
velength silicon metasurface, whose design is compatible
with conventional fabrication methods. We have shown that
this MS can be used to detect the edges of an image whose
intensity evolves in time, or to enhance the edges of a
moving object. In this latter case, the intensity of the filtered
image depends on the object speed, which opens interesting
applications in the fields of sensing and vibration monitor-
ing. Moreover, we have elucidated how the metasurface
design can be tailored to maximally enhance objects

FIG. 4. Spatiotemporal edge detection of a moving object.
(a) Time-dependent 1D image consisting of a segment with fixed
width. The segment, initially at rest for a certain interval of time,
starts moving with constant velocities 0.5 v0 (green), v0 (purple),
and 1.5 v0 (blue); then it negatively accelerates, and finally it
stops. (b) Intensity of the output signal, highlighting the spatio-
temporal edges. (c) Spatiotemporal Fourier transform of the
signals corresponding to objects moving uniformly with three
different speeds (see text for details). (d) Intensity of the
spatiotemporal edges versus the speed of the segment.
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moving at desired speeds. The MS design can be readily
extended to 2D image processing, paving the way towards
optical analog event-based vision, leading to a vast spec-
trum of applications in fully passive, low-energy, and
ultrafast optical computing.
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