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Proton Collective Quantum Tunneling Induces
Anomalous Thermal Conductivity of Ice under Pressure
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Proton tunneling is believed to be nonlocal in ice, but its range has been shown to be limited to only a few
molecules. Here, we measured the thermal conductivity of ice under pressure up to 50 GPa and found it
increases with pressure until 20 GPa but decreases at higher pressures. We attribute this nonmonotonic
thermal conductivity to the collective tunneling of protons at high pressures, supported by large-scale
quantum molecular dynamics simulations. The collective tunneling loops span several picoseconds in time
and are as large as nanometers in space, which match the phonon periods and wavelengths, leading to
strong phonon scattering at high pressures. Our results show direct evidence of global quantum motion
existing in high-pressure ice and provide a new perspective to understanding the coupling between phonon

propagation and atomic tunneling.
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As one of the most important substances in the Universe,
ice challenges our understanding of its structures and
properties, especially under extreme conditions, which
are crucial in geological physics and environmental science
[1-3]. In particular, the thermal conductivity (A) of
pressurized ice plays an important role in the evolution
and dynamics of icy planets, whose interior pressures range
up to several hundred gigapascals (GPa) [4]. At such high
pressures, the molecular structure of ice can be disrupted by
hydrogen ion (proton) quantum tunneling, potentially
affecting its thermal transport [5]. However, current data
of A of compressed ice are available to a maximum
pressure of only 22 GPa [6], showing a monotonic increase
with pressure consistent with the classical Leibfried-
Schlomann (LS) equation, while quantum effects in the
dynamics of protons were obscure [7,8].

Meanwhile, ice has been an ideal model to study proton’s
quantum effects in the hydrogen bond network, which by
themselves are long-standing and important topics in
chemistry. Considering its simple molecular structure,
ice features exceptionally complicated phase behavior
under extreme conditions [9]. Specifically, at pressures
higher than 2 GPa, the molecular crystal ice VII forms with
an ordered oxygen (O) sublattice and a disordered hydro-
gen (H) sublattice. These sublattices are bounded by the
“ice rule”: Each O is covalently bonded to two H atoms
which are hydrogen bonded to two other H,O molecules
(Fig. 1). Each H resides in a double-well potential, allowing
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it to locally tunnel between neighboring O sites and shuffle
the position of the H sublattice. Theoretical analysis
indicates that such tunneling events of different H atoms
are coupled to each other due to the instability of certain
charged defects that disrupt the ice rule [7,10], leading to a
nonlocal quantum motion that induces the phase transition
to ice X, an atomic (as opposed to molecular) crystal with
symmetric hydrogen bonds. The transition is fundamen-
tally different from normal thermodynamic phase transi-
tions [11,12] and is related to numerous anomalies
observed in high-pressure ice [13—16]. However, previous
experiments probing proton tunneling in high-pressure ice
are based on spectroscopic techniques, such as infrared [17]
and nuclear magnetic resonance [18], which are sensitive
only to the dynamics of single, isolated protons rather than
collectively the entire hydrogen-bond network. A cryo-
genic scanning tunneling microscope (STM) overcomes the
shortcomings of spectroscopic techniques and detects
proton tunneling on a specific water tetramer system
[19], but the tunneling range is limited to four protons.
How long the collective quantum motions can travel is still
an open question which has yet to be detected. And the
dynamic phase transition modulated by the tunneling is
much less studied.

Here, we report an anomalous, nonmonotonic pressure
dependence of A of both H,O and D, O ice up to 50 GPa, in
stark contrast to what the classical LS equation predicts. We
show that such an anomaly is due to interactions between

© 2024 American Physical Society
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FIG. 1.

Phase diagram of H,O at room temperature and schematic of VII-X phase transition with proton symmetrization. The phase

diagram is from a past report [9], and the boundary between ice VII and X remains controversial. The inset shows the structure of ice VII
and ice X, as well as the potential energy of a proton situated between two oxygen atoms and proton distribution probability. E, and E;
(black dashed lines) are the zero-point energy and first excited state of proton, respectively, and their difference represents the tunnel
splitting. The purple lines represent the process of proton tunneling or hopping.

heat-carrying phonons and the proton tunneling, as the
collective tunneling of multiple light atoms results in
significant phonon scattering. Our work not only provides
the widest range of thermal transport data for high-pressure
ice, but also opens a new window to understanding its
complicated phase diagram and phase transitions.

We measured A of ice under pressure using an
in situ time-domain thermoreflectance (TDTR) system
(Supplemental Material [20], Fig. S1). We put a thin sheet
of metal-coated muscovite mica on the culet of diamond
and then load liquid H,O or D,O into the diamond anvil
cell. A 785 nm pump laser transmits through the diamond
and ice to be focused onto the metal layer, where the laser
beam is absorbed and converted into heat. The mica sheet is
used as a thermal insulator, so that heat predominately
flows into the surrounding ice rather than into the under-
lying diamond. A separate probe beam is used to monitor
the temperature of the heated spot via the change of optical
reflectance, and the resultant thermoreflectance signal is
used to extract the thermal properties of ice. According to
the sensitivity analysis of TDTR (Fig. S2 [20]), the thick-
ness (#) and volumetric heat capacity (Cy) of the metal
transducer are the main parameters introducing measure-
ment uncertainty. Therefore, two different metal transduc-
ers, Al and AuggsPdj s (AuPd), were used separately to
ensure the reliability of experimental results. In addition,

we provide a detailed error analysis in Supplemental
Material [20], which shows that our maximum experimen-
tal error is less than 30% at all pressures, thus ensuring the
accuracy of experimental results. A of ice in Fig. 2 was
obtained by fitting to the experimental data with a bidi-
rectional thermal diffusion mode [6,41].

Below 20 GPa, A measured in this work increases
monotonically, in excellent agreement with previous work
and the LS equation (Figs. 2 and S3 [20]) [6]. However,
beyond 20 GPa, we found that A decreases until 40 GPa
and then starts to level off and slightly increase between 40
and 50 GPa, forming a second turning point. We believe
that the measured A is intrinsic to ice due to the fact that the
crystal grain size is much larger than the phonon mean free
paths in ice, which is only a few nanometers (see Movie S1
in Supplemental Material [20] and our calculation below)
and, thus, has minimum effect on thermal conductivity. As
an electrical insulator [42,43], A of ice is completely
dominated by lattice dynamics. It is well known that the
lattice A in a crystal is proportional to the group velocity of
acoustic phonons, heat capacity, and phonon lifetimes. Our
in situ time-domain stimulated Brillouin scattering data
(Fig. S4 [20]) indicates that the acoustic phonon velocity
near the I" point steadily increases over the entire pressure
range we have studied. The heat capacity of ice VII is quite
constant with a deviation of less than 30% in the entire
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FIG. 2. Thermal conductivity of (a) H,O and (b) D,O under
hydrostatic pressure. The purple and orange circles are TDTR
results in this study with Al and AuPd transducer, respectively.
The green line is results of RPMD simulations. The black dashed
line is calculated with the classical LS equation [6]. The details of
calculating measurement uncertainties are in Supplemental
Material [20].

pressure range (Fig. S5 [20]). Therefore, the anomalous
behavior of A we observed in ice must result from a new
scattering mechanism arising above 20 GPa that strongly
reduces the phonon lifetimes. The quantum nature of the
new scattering mechanism is clearly evidenced by compar-
ing A of H,O ice with that of D,O ice, which shows a
similar trend but with the first turning point happening at
about 10 GPa higher than H,O [Fig. 2(b)]. Such a strong
isotope effect points out the connection between the
anomaly of A and the quantum proton tunneling in the
ice VII lattice, as heavier particles have a lower tunneling
probability.

In order to understand the mechanism behind the
anomalous behavior of A, large-scale equilibrium quantum
molecular dynamics (MD) simulations were performed. A
reactive machine learning potential was trained using the

DeepMD-kit [44] at the Perdew-Burke-Ernzerhof level of
theory, and ring-polymer molecular dynamics (RPMD)
[45] was used to propagate the dynamics. RPMD was
proved to give a reliable description of both the thermo-
dynamics and dynamics of short-living phonons in ice [46].
Both ice VII and X are isotropic, so the computed A are
averaged over three directions and plotted along the side
with the experimental data in Fig. 2, showing quantitative
agreement between them. In order to eliminate the influ-
ence of thermal hopping, we also used classical MD to
calculate the thermal conductivity of high-pressure ice, and
the results are shown in Fig. S6 [20]. Our simulation results
indicate that the impact of thermal hopping on thermal
conductivity is limited at low pressure and becomes
significant above 50 GPa. Therefore, the observed exper-
imental results at 20 GPa are dominated by quantum
effects. We further present the integrated heat flux time
correlation functions (TCFs) for H,O ice at different
pressures (Fig. S7 [20]), combined with the integrated
TCFs from the O sublattice only. Comparing the total and
the O integrated TCFs, it is clear that, before 40 GPa, A is
primarily contributed by the O sublattice. Therefore, the
heavy O phonons are the main heat carriers before 40 GPa,
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FIG. 3. (a) Pressure dependence of phonon dispersion. We

show only a branch of acoustic mode for clarity. (b) Pressure

dependence of typical phonon lifetime. The positions of the

phonons in the reciprocal space are also labeled in (a) with dashed
lines. The inset is the first Brillouin zone of the oxygen sublattice.
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after which the H contribution rises as a consequence of the
phonons propagating in the newly formed symmetrized H
sublattice. The proton distribution profiles presented in
Fig. S8 [20] support this picture, as the distinctive dual
peaks start to merge at 40-50 GPa. Therefore, the second
turning point of A observed at about 40 GPa is directly
related to the beginning of proton symmetrization and the
phase transition to ice X.

With the O phonons identified as the main heat carrier,
the first turning point at 20 GPa can be attributed to the
scattering of the O phonons by the tunneling protons. We
performed lattice dynamics analysis on the O sublattice,
using the Green’s function method [47,48]. The dispersion
relations and the lifetimes of several selected O phonons are
shown in Figs. 3 and S9 [20]. At the vicinity of the I” point,
the group velocities gradually increase with pressure. It is
consistent with the Brillouin scattering results (Fig. S4
[20]) and also matches the common wisdom, as higher
density usually leads to stronger force constants. However,
the frequencies near the X point exhibit a reverse trend,
downshifting between 20 and 40 GPa, which, as we will
explain later, is a direct result of the charged defects caused
by proton tunneling. Moreover, O phonon lifetimes in all
points decrease steadily before 30—40 GPa, indicating that
the O phonons are strongly scattered by the proton
tunneling events [Fig. 3(b)]. We found that lifetime at
the X point (Fig. S10 [20]) is unstable, which is probably
related to the phonon softening.
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To gain a deeper insight, we analyzed the tunneling
pattern and found that the tunneling events are highly
coupled and form a series of closed loops with varying
sizes, as shown in Figs. 4 and S11 [20]. Movie S2 [20]
illustrates quantum tunneling loops of MD trajectory. The
concentration of charge defects increases rapidly with
pressure above 20 GPa (Fig. S12 [20]). The time and
spatial scales of these tunnel loops also show strong
pressure dependence. Between 20 and 30 GPa, the protons
still feature a far-separated dual peak distribution (Figs. 1
and S8 [20]), indicating a thermally inaccessible barrier
between the two sites. However, quantum tunnel loops
spanning several picoseconds in time and as large as
nanometers in space [Fig. 4(c)] can already be frequently
observed. These values match the periods and wavelengths
of the O phonons and cause strong phonon scattering,
explaining the anomalous trend of A in the corresponding
pressure range. Above 30 GPa, the tunneling rate becomes
too high and starts to be decoupled with the O phonons on
the timescale. Especially, tunneling counts decrease in the
low-frequency region below 2 THz [Fig. 4(b)], where
phonons with large group velocities contribute to the
majority of A. As a result, the lifetime of long-wavelength
O phonons [e.g., the one at (00 1/16)] begins to recover
after 30 GPa [Fig. 3(b)].

Previous analysis indicated that, in ice VII, protons
tunnel in a synchronized fashion within six-membered
rings [10,49]. In this work, with a much larger simulation

(a) Schematic illustration of a collective tunneling loop. The tunneling of a proton occurs by excitation of charge defects (a pair

of H;0" and OH™). The charge defect pair exhibits dominolike migrations along the loop with more proton tunneling events until being
annihilated at the other side of the loop. We define the radius of the collective tunneling loop to be the geometrically effective radius of
the tunneling path and the lifetime of the collective tunneling loop to be the time between the excitation and the annihilation of the
charge defects. (b) Statistics of tunneling frequency at different pressures in H,O. The tunneling frequency is the inversion of the
lifetime. We show only tunneling frequency less than kz7 with T of 300 K, where most heat-carrying phonons lie. (c) Pressure

dependence of the collective tunneling loops statistics in H,O.
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box, we find the collective tunneling happens over a larger
spatial range and is not completely synchronized. At 300 K,
many tunneling events are sequentially coupled via short-
living ionic configurations, as indicated by previous studies
[7]. The charged defects arising from the proton tunneling
diffuse rapidly before being annihilated, forming large
tunneling loops involving up to tens of molecules along
the path. The O phonons with long wavelengths (~ nano-
meters) and periods (~ picoseconds) can be significantly
scattered only by such collective tunneling loops instead of
by single tunneling events previously detected by spec-
troscopy experiments (which typically happens in femto-
seconds). The charged defects are also responsible for the
abnormally softened phonons at the X point [Fig. 3(a)]. As
shown in Fig. S13 [20], the mode at the X point is a
collective vibration of two separate and interpenetrated
hydrogen bond networks. At high densities, it is the only
mode that is completely dominated by the nonbonding
repulsion between O atoms. Since the diffusion of the
charged defects is at a similar timescale to the O lattice
vibration, their charge distribution can respond to the
phonon vibrations concurrently. As a result, the electro-
static attraction between charged defects in the two net-
works softens the O—O repulsion, leading to the anomaly
around the X point. This can also explain anomalous
symmetry reduction that was also observed in pressure-
dependence peak widths of Raman vibration mode v, (A;,)
in past Raman spectroscopic studies [14,50-52] and split-
ting in some of the cubic diffraction peaks in Xx-ray
diffraction experiments [51,53]. Past neutron diffraction
observed an increase in translational motion of hydrogen
under pressure [16], which is also consistent with our
observation of increased proton collective motion.
Recently, Tsuchiya et al. [54] reported that quantum
tunneling may dominate at pressures exceeding 40 GPa
based on elastic constant calculations. The difference in
pressures is not ascribed to the computational method but to
the physical properties. While elastic constant is sensitive
to the formation of dynamically disordered phases, thermal
conductivity in our case is subject to long-range tunneling
loops with large distribution and enduring lifetime, which
starts at 20 GPa according to our analysis. Conversely, in
order to probe the global proton tunneling, the experiment
tools must be sensitive to the corresponding temporal and
spatial scales. Conventional methods to probe proton
tunneling, such as incoherent quasielastic neutron scatter-
ing [55,56], are fast enough to detect proton tunneling but
with limited ability to probe long-distance proton motion.
STM [19] currently observed only the collective motion of
four protons due to the limit of spatial resolution. On the
contrary, thermal transport, as a diffuse phenomenon, is a
naturally powerful tool to probe and reveal the global
proton motions, as long as they match the time and length
scales of heat-carrying phonons.

Our study is the first to demonstrate the collective
quantum motion of protons occurring in a high-pressure,
high-density phase of ice. The collective tunneling under
high pressure yields a new perspective to explore the ice
VII-X phase transition. Moreover, the analysis of coupling
between the O phonons and proton tunneling deepens our
understanding of the scattering mechanism between acous-
tic phonons and atomic tunneling that is only scarcely
demonstrated previously. The thermal conductivity of ice
we measured over a wider range of pressures also provides
an important benchmark in the study of the evolution and
internal dynamics of icy planets. Our results suggest that
the thermal conductivity of ice is lower by an order of
magnitude than previously estimated using classical mod-
els. Therefore, a lower thermal conductivity would imply
slower heat transfer within the ice, leading to steeper
temperature gradients, which might influence interactions
between the rocky and icy layers and alter the planet’s
geological and topographical features [57].
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