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As quantum circuits become more integrated and complex, additional error sources that were previously
insignificant start to emerge. Consequently, the fidelity of quantum gates benchmarked under pristine
conditions falls short of predicting their performance in realistic circuits. To overcome this problem, we
must improve their robustness against pertinent error models besides isolated fidelity. Here, we report the
experimental realization of robust quantum gates in superconducting quantum circuits based on a
geometric framework for diagnosing and correcting various gate errors. Using quantum process
tomography and randomized benchmarking, we demonstrate robust single-qubit gates against quasistatic
noise and spatially correlated noise in a broad range of strengths, which are common sources of coherent
errors in large-scale quantum circuits. We also apply our method to nonstatic noises and to realize robust
two-qubit gates. Our Letter provides a versatile toolbox for achieving noise-resilient complex quantum
circuits.

DOI: 10.1103/PhysRevLett.132.250604

Quantum logic gates are typically benchmarked in
isolation under pristine conditions to obtain high fidelities
surpassing fault-tolerance thresholds of quantum error
correction (QEC) codes [1–3]. However, when deployed
in large-scale quantum circuits, additional noise channels
emerge, leading to errors that are absent or negligible in the
isolated gate setting [4–7]. These noises arise from effects
like crosstalk, control imperfection, and correlated noise
[8–14], leading to complex errors that are difficult to
benchmark in isolation. Consequently, the gate fidelity
measured under well-controlled conditions fails to faith-
fully predict performance in real circuits. To overcome this
challenge, we need to rigorously evaluate the gate robust-
ness against pertinent error models beyond isolated
fidelity [15].
Robust gates exhibit built-in noise resilience through

careful pulse shaping, making them well-suited for con-
structing complex quantum algorithms [16–18]. In particu-
lar, they help correct coherent errors of significant
spatiotemporal correlations, which are known to pose great
challenges for QEC [19–21]. Recently, a geometric tech-
nique has been developed to design smooth and short-
duration robust control pulses (RCPs) that suppress errors
from general noise processes in multiple directions [22–
26]. The RCPs are constructed by mapping the noisy
quantum evolution onto error curves in a parameter space.
The topology of these curves, such as their closeness,
directly determines the gate robustness, while the local

geometric properties like curvature and torsion are linked to
parameters of the control Hamiltonian. This framework
provides both an intuitive picture of noisy quantum
evolution and a systematic tool for RCP optimization.
In this Letter, we experimentally demonstrate robust

quantum gates based on the above RCPs using super-
conducting quantum circuits. After a concise introduction
to the design principles, we report experimental results on
quantum gates that are much more fault-tolerant against
coherent errors resulting from generic noises with compo-
nents in multiple directions than conventional dynamical
gates. More importantly, we find that our gates significantly
suppress the pernicious buildup of coherent errors in long
circuits subjected to temporally correlated noise, leading to
substantially enhanced overall circuit performance and
worst-case fidelity, which may benefit fault-tolerant QEC.
We start with the Hamiltonian of a qubit driven

by a control field HcðtÞ and subjected to a generic noise
VðtÞ: HðtÞ ¼ H0 þHcðtÞ þ VðtÞ, where H0 is the free-
qubit Hamiltonian. The noiseless evolution is U0ðtÞ ¼
T expf−i R t

0ðH0 þHcðτÞÞdτg (T stands for time ordering).
We define an error unitary asUeðtÞ¼T expf−iR t

0dτHIðτÞg,
where HI ¼ U†

0VU0 is the noise in the interaction frame
determined by U0. Since the total evolution unitary can be
decomposed as U ¼ U0Ue [see Supplemental Material
(SM) [27] ], it then follows that to realize robust quantum
gates, one simply engineersHcðtÞ to obtain a target gatewith
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a duration of T, U0ðTÞ ¼ Utarget, while eliminating the
impact of noise at the end of evolution, i.e., UeðTÞ ¼ I.
To proceed, we write the noise term as VðtÞ ¼

P
j;k ϵ

j
kv

j
kðtÞσk, where k ¼ x, y, z and ϵjk is a time-

independent amplitude of the k component for the jth
noise source and vjk is its possibly time-dependent profile.
σk are the Pauli matrices. Hereafter, we reserve the upper
index j for numbering different noise sources. Some of the
possible origins of the noises are illustrated in Fig. 1(a). The
error unitary UeðtÞ can be calculated using a perturbative
expansion (see SM [27]). Up to the leading order, one has

UeðtÞ ≈ e−i
P

j
ΦjðtÞ, where ΦjðtÞ is a matrix associated

with the jth noise source and can be expressed as
ΦjðtÞ ¼ rjðtÞ · σ̂. Here, rjðtÞ is a vector that traces out a
three-dimensional curve as t evolves. This curve describes
the accumulated error of the jth noise on the evolution
unitary and is thus named as an “error curve.” The geo-
metric correspondence between the noisy quantum dynam-
ics and the error curves enables a straightforward and
intuitive approach to designing robust quantum control. For
example, the “error distance” RjðtÞ ¼ krjðtÞk measures the
susceptibility of the quantum dynamics to the jth noise
source and is thus a natural metric for characterizing the
robustness of the corresponding quantum operation.
Essentially, a robust control requires the error distances
to vanish at the end of gate operation, i.e., RjðTÞ ¼ 0. With
this condition met, one hasΦjðTÞ ¼ 0 and thusUeðTÞ ¼ I.
We illustrate this robust control framework in Figs. 1(b) and
1(c). Further details of the construction of robust control
pulses can be found in the SM [27] and Ref. [26].

We have performed experiments on different super-
conducting quantum processors and obtained similar
results. The data presented here were all acquired on a
processor that consists of eight transmon [65,66] qubits
arranged in a circle. Each qubit has a fixed frequency and is
connected to the two nearest qubits via couplers that are
also transmons but with tunable frequencies. More detailed
information about this processor can be found in SM [27].
We first demonstrate robust single-qubit quantum gates

against quasistatic noise in the z direction. For a transmon
qubit, an equivalent quasistatic noise can be readily genera-
ted by purposely driving the qubit at a detuned frequency, lea-
ding to an effective Hamiltonian H¼1=2ΩðtÞσxþ1=2Δσz,
where ΩðtÞ and Δ are pulse amplitude and frequency
detuning, respectively. Figure 2 shows a representative
dataset where the performance of four different quantum
gates are compared using the standard quantum process
tomography (QPT) [67–69], two using conventional
Gaussian drives, and the other two using RCPs.
We also benchmark gate performance in the presence

of a ZZ-type of crosstalk between neighboring qubits,
which is a typical source for spatially correlated errors in
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FIG. 1. (a) Schematics of the realistic noisy environment of
qubits. (b) Upper panel: schematics of the control signal
envelopes, ΩðtÞ, for a Gaussian pulse (blue) and an RCP
(orange). Lower panel: error curves of the two pulses derived
in our geometric framework, in the presence of a generic noise as
given in the main text. The red vector rjðTÞ indicates a finite
susceptibility to noise, corresponding to a compromised robust-
ness. Conversely, a closed error curve in the RCP case (orange)
yields a robust gate to the first order. (c) Dynamics of an Xπ gate
for an initial state of j0i using Gaussian pulse (blue) and RCP
(orange) in the presence of a static frequency detuning noise.

(a) (b)

FIG. 2. Robustness of representative single-qubit gates exposed
to a static noise in the z direction. (a) Pulse envelopes of two
Gaussian (G) gates Xπ

G, X
π=2
G and two robust (R) gates Xπ

R, X
π=2
R .

For comparison, the horizontal axis is set to normalized time,
with the actual gate time being T ¼ 32, 16, 50, 55 ns, respec-
tively. The vertical axis represents a dimensionless quantity of
TΩðtÞ where ΩðtÞ is the actual time-dependent envelope. The
maximal amplitude of the pulses is Ωmax=2π ¼ 37.5 MHz for all
four gates. (b) The error curves of the four pulses in (a) for the
frequency noise (rΔ). (c),(d) Main panel: gate fidelity charac-
terized by QPT for the four gates. The experimental data
(symbols) fit the numerical simulations (dashed lines) well. Error
bars are the standard deviation. Note that all the gates here are
implemented with DRAG [70,71] to suppress the leakage. More
details about the simulation and experiment are given in the
SM [27]. Insets: gate error determined by QPT for an Xπ and an
Xπ=2 gates using the RCP and Gaussian pulses in the presence of a
ZZ interaction.
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multiqubit circuits. For this purpose, two qubits and
a tunable coupler are used. The coupler is tuned to induce
a variable ZZ interaction between the two qubits.
Consequently, the target qubit to be benchmarked feels a
disturbance that depends on the state of the control qubit.
The insets of Figs. 2(c) and 2(d) plot the errors of an Xπ and
an Xπ=2 gates using the RCP and Gaussian pulses for a ZZ
interaction of 2 MHz, which corresponds to a relative noise
magnitude of 5.3% (ξZZ=Ωmax). As the control qubit is set
to different states, the gate performance of the target qubit is
much more robust in the case of RCP pulses. A similar
robust profile against the ZZ interaction using Xπ

R gate was
also observed in the fixed-frequency transmon system with
always-on couplings [72].
Following the same principles, one can readily design

robust quantum gates for more realistic scenarios where
noise and error appear in all three directions. Let us consi-
der the following Hamiltonian H ¼ 1

2
ð1þ ϵÞΩxðtÞσxþ

1
2
ð1þ ϵÞΩyðtÞσy þ 1

2
Δσz, where both a control amplitude

noise ϵ and a frequency detuning Δ are present simulta-
neously. Using the aforementioned protocol, we construct
the RCP for an Xπ gate, as shown in Fig. 3(a). Notice that
the pulse now has both x and y components, which is
necessary to suppress noises in all three directions.
Experimental and simulated results of the gate fidelity
extracted by QPT are plotted in Fig. 3(c). In the SM [27],
we further discuss robust gates that can battle against errors
due to noises with independent components in three
directions, as well as the error induced by residual ZZ
coupling among qubits, which is notoriously harmful and
difficult to handle in solid-state quantum systems.
The results shown in Figs. 2 and 3 clearly demonstrate

the superior noise resilience of our robust gates. Besides
this advantage, we also note that our RCPs are smooth
pulses with relatively short durations compared to most
other schemes of robust quantum gates. These features
bring two important benefits. First, smooth pulses are more
friendly for experimental implementation and also more
likely to deliver reproducible performance. On the contrary,
many existing protocols of robust gates adopt piecewise
signals, often accompanied by abrupt jumps in parameters
between different segments. Second, short duration always
means less error due to decoherence. To further illustrate
the practicality of RCPs, Fig. 3(d) numerically compares
the performance of an RCP and a Gaussian Xπ gate in the
presence of decoherence. It is clear that in a significant
portion of the parameter space, RCPs outperform the
Gaussian pulse by a large margin. This simulation is
supported by the experimental results (see SM [27] for a
detailed comparison).
As discussed in the introduction, fidelity benchmarked

by QPT alone does not faithfully herald the gate and circuit
performance in realistic quantum circuits. For example, it is
well-known that noises of long correlations produce errors
that accumulate coherently as a circuit progresses. The

detrimental effect of such coherent errors becomes increas-
ingly more prominent as the circuit depth grows. More
severely, such coherent errors are difficult to perceive and
correct. They thus pose great challenges for both QEC and
noisy intermediate-scale quantum applications [19–21].
Common sources of such coherent errors widely observed
in different platforms include non-Markovian noise of
significant low-frequency components, long-term drift in
systems, control imperfection, miscalibration, crosstalk,
and unwanted qubit-qubit coupling of large characteristic
times. In the following, we demonstrate how robust
quantum gates, combined with other techniques, can help
correct such temporally correlated coherent errors. For this
purpose, we perform experiments on Clifford-based ran-
domized benchmarking (RB) [73–75] in the presence of a

(a) (b)

(c)

(d)

RCP

Gaussian

FIG. 3. Robust gate against both control imperfection ϵ and
frequency detuning Δ. (a) x and y components of the RCP for a
robustXπ gatewith a duration ofTR ¼ 80 ns. (b) Illustration of the
two error curves (rϵ and rΔ) of the RCP in (a) for the amplitude and
frequency noises. (c) QPT fidelities for the RCP (upper) and
Gaussian (lower) pulse as a function of noise amplitudes ϵ and Δ.
Results from numerical simulation (right) and experimental data
(left) are in good agreement. (d) The numerical result of the
absolute difference of gate fidelity jFRCP − FGj for the Xπ gate
versus noise amplitude and decoherence times, where the RCP
outperforms the Gaussian pulse in a broad region (above the red
dashed line). Here the assumption is that ϵ ¼ Δ=Ωmax (noise) and
T1 ¼ T2. The durations of the two gates (TR, TG) are 80 and 34 ns,
respectively.
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static frequency detuning, which represents an extreme case
of temporal correlation. The qubit frequency is first
calibrated as ωq0 with its neighboring couplers tuned far
away. Then the frequency of one coupler is brought close to
ωq0, so the actual frequency of the qubit becomes ωq ¼
ωq0 − Δ. We determine Δ as a function of the bias applied
to the coupler, then perform reference RB measurements at
different values of Δ. All gates in the RB sequences are
designed assuming the frequency of the qubit being fixed at
ωq0. Therefore, Δ appears as a static detuning.
Figure 4(a) showsRB results obtained at different values of

Δ. AtΔ ¼ 0, the Gaussian case outperforms slightly due to a
shorter average gate time, thus, less error resulting from
decoherence. Also, the small oscillation of RCP’s variance
indicates some remaining correlated noises that probably
come from the miscalibration of slightly more complex pulse
shapes. As Δ increases, the performance of the robust gate
sequences remains nearly unchanged, whereas the Gaussian
sequences start to exhibit much-widened variances. Even
though nominal high values of average fidelity per gate can
still be extracted, they are definitely insufficient for evaluating

the overall circuit performance. For example, the average
error per gate for the Gaussian sequence is ∼0.08% for
Δ=2π ¼ 0 MHz, mainly caused by decoherence. It increases
to ∼0.15% for Δ=2π ¼ 0.93 MHz. However, the impact of
such a seemingly small extra error resulting from the static
detuning on the circuit performance ismuchmore detrimental
than errors due to decoherence. We also note that the
maximum Δ=2π value studied here (1.55 MHz) corresponds
to a relative frequency detuning of 0.023% (Δmax=ωq0) and a
relative noise magnitude of 4.1% (Δmax=Ωmax), both being
reasonably small in reality. But their impact cannot be
neglected at all.
The built-in randomization in RB sequences is known to

convert coherent errors induced by noises of long corre-
lations into incoherent ones. Qualitatively speaking, this
process is similar to a random walk in real space, where the
distance of the walker drifting away from the starting point
is determined by both the randomness in its moving pattern
and the step size. In the current case, the step size
corresponds to the average error accumulated in an indi-
vidual gate, and the sequence fidelity variance resembles
the distribution of a random walker’s distance from its
starting point. In Fig. 4(b), we plot the variance of sequence
fidelity σSF as a function of the Clifford length m. For the
RB sequences using RCPs, the σSF-m relation is nearly
independent of the detuningΔ, indicating that the dominant
error accumulated in individual gates comes from
decoherence, in sharp contrast to the Gaussian case. Of
course, unlike a random walk in an Euclidean space, the
accumulation of coherent errors in a quantum circuit
proceeds in its Hilbert space and is described by the
corresponding Pauli transfer matrices. The unique math-
ematical framework in the quantum case makes it difficult
to carry out a quantitative analysis. More discussion on this
issue is given in the SM [27].
Above, we show that combining randomization and

robust quantum gates helps correct coherent errors induced
by static detuning. It is reasonable to expect that coherent
errors due to other physical processes with a quasistatic
nature can also be corrected this way. On the other hand,
coherent errors resulting from a generic noise with non-
trivial time dependence but small correlation length, such
as the control imperfection studied in Fig. 3, can be already
handled by robust quantum gates without the need for
randomization. Moving onto realistic quantum circuits
where coherent errors of different correlation lengths exist
and an intrinsic randomization as in RB is not available,
one can then combine robust quantum gates with other
techniques for mitigating coherent errors developed from a
circuit perspective. One simple example is the so-called
randomized compiling [76–79], in which effective ran-
domization converts coherent errors into incoherent ones
and can be routinely introduced into quantum circuits
without sufficient built-in randomness.

0 10 20 30
0.00

0.02

0.04

0.06

0 0.46 0.93 1.55

∆ /2π (MHz)

∆/2π (MHz)

(a)

(b) (c)

∆ /Ω max (%)

FIG. 4. (a) Reference RB measurements are performed at
different values ofΔ. Each measurement consists of 20 sequences
of randomly chosen Clifford gates. Lines are fittings to the
sequence fidelity by a formula F ¼ Apm þ B. The average
fidelity per gate (lower legend in each panel) is given by Favg ¼
1 − ð1 − pÞ=3.75 [75]. Error bars are the standard deviation and
the shaded areas indicate the range of data. (b) Variance of
sequence fidelity as a function of Clifford length. Lines are
numerical simulations (see SM [27]), and symbols are exper-
imental results extracted from data in (a). (c) Numerical result of
average and worst-case errors of the Xπ gate. Lines and symbols
for the worst-case errors are calculated using the diamond norm
solver and robustness measure respectively (see SM [27]).
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The large variance observed in the RB sequences of
Gaussian pulses has another severe implication: it means
that the worst-case error of Gaussian gates is significantly
larger in the presence of coherent errors [21,80,81]. Within
our theoretical framework, the worst-case error can be
easily calculated from the robustness measure, that is, the
error distance (see SM [27]). Figure 4(c) plots the simulated
average and worst-case errors of an Xπ gate for both
Gaussian and RCP pulses. As the robustness of the worst-
case error is concerned, the advantage of RCPs over the
Gaussian pulses is even more prominent than only con-
sidering the average error. Since the worst-case error
determines the fault tolerance of QEC codes [21,82,83],
our results are particularly beneficial for QEC applications.
Finally, we note that our protocol not only can help

correct coherent errors as shown above, but it can also be
used to realize robust control beyond single qubits more
directly. In SM [27], we show that an iSWAP gate
constructed using RCPs also exhibits excellent robustness
against frequency fluctuations. Generalization for different
two-qubit gate schemes in a variety of platforms is also
straightforward.
To conclude, we have demonstrated the effectiveness of

robust single-qubit gates in correcting errors caused by
spatially correlated noises, including unwanted ZZ inter-
action, crosstalk, and temporally correlated noises, includ-
ing frequency variation, pulse deformation in various
directions and with diverse strengths. These noises are
related to realistic physical processes observed in different
platforms and cause coherent errors that are difficult to
identify and correct. We have presented a good fit of
experimental and theoretical results of process tomography.
Our RB measurements have shown the suppression of the
coherence of errors and reduction of the worst-case error.
Our results offer a promising approach to combat the
increasing challenges associated with correlated noises in
integrated quantum chips. Additionally, when combined
with other error mitigation methods, the techniques
reported here help reduce such errors and may benefit
both QEC and noisy intermediate-scale quantum applica-
tions. Therefore, we propose an alternative path toward
achieving high-quality large-scale quantum computing.
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